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RESUMO

O presente trabalho objetiva investigar a influéncia da Inteligéncia Artificial
(IA) e seus algoritmos nas decisdes judiciais do Brasil, confrontando a
necessidade de eficiéncia com a imperatividade dos Direitos Fundamentais. O
cerne da problematica reside em determinar se a automagado compromete os
principios constitucionais do devido processo legal e a dignidade da pessoa
humana, e quais s&o os impactos sociais decorrentes de sentencgas
automatizadas ou assistidas. O objetivo & analisar criticamente se a tecnologia
€ capaz de assegurar um julgamento justo ou se ela potencializa a reprodugéo
de vieses. Utilizando uma metodologia exploratéria e o método dedutivo, o
estudo conclui que, apesar dos beneficios em agilidade, a IA deve ser
rigorosamente limitada a uma fung&o auxiliar. A manutencdo da soberania do
magistrado e a revisdo humana de cada decisdo sdo cruciais e inegociaveis
para prevenir resultados discriminatérios e garantir que as garantias

constitucionais sejam plenamente respeitadas.

Palavras-chave: Inteligéncia artificial (IA); Decisdes Juridicas; Direitos
Fundamentais; Devido Processo Legal; Dignidade da Pessoa Humana;

Preconceitos

ABSTRACT

The present study aims to investigate the influence of Atrtificial Intelligence
(Al) and its algorithms on judicial decisions in Brazil, confronting the need for
efficiency with the imperative of Fundamental Rights. The core issue lies in
determining whether automation compromises the constitutional principles of
due process of law and human dignity, as well as identifying the social impacts
resulting from automated or assisted judgments. The objective is to critically
analyze whether technology is capable of ensuring a fair trial or if it amplifies the
reproduction of biases. Using an exploratory methodology and the deductive
method, the study concludes that, despite the benefits in terms of speed, Al
must be strictly limited to an auxiliary role. Maintaining the judge’s sovereignty

and ensuring human review of each decision are crucial and non-negotiable to



prevent discriminatory outcomes and to guarantee that constitutional

safeguards are fully respected.
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1 INTRODUGAO

O presente trabalho, dedica-se ao estudo e exposicdo do uso da
inteligéncia artificial dentro do Poder Judiciario, com foco nos algoritmos em
meio as decisdes juridicas proferidas levando em conta os principios bases do
direito, como dignidade da pessoa humana, igualdade, razoabilidade e devido
processo legal. Este tema reveste-se de crescente importancia diante do
crescimento exponencial do uso da inteligéncia artificial dentro do Direito, tanto
num cenario global, quanto no cenario nacional, demandando um estudo, uma
compreensao aprofundada e aprimoramento de seu uso como ferramenta
juridica.

As inteligéncias artificiais vieram para facilitar o cotidiano das pessoas,
bem como o seu ambiente de trabalho, facilitando tarefas simples, como a
realizacdao de um texto, ou até mesmo o aprendizado de determinada tarefa.
Da mesma forma, o seu uso no ambiente juridico tem cada vez mais ganhado
campo, tanto em escritérios de advocacia, através da utilizacdo das IAs para
redigir pecgas, quanto no judiciario, para a utilizagcdo em decisbes, seja estas
sentencgas ou acordaos.

Nesse contexto, o problema de pesquisa que norteia este trabalho pode
ser sintetizado na seguinte questao: como a inteligéncia artificial se inseriu no
Poder Judiciario ao longo do tempo, levando em conta como € o funcionamento
de uma IA e como os algoritmos influenciam nas decisdes sugeridas de forma
gue nao ocorra os vieses discriminatorios nas decisdes realizadas garantindo o
devido processo legal e a observancia dos direitos fundamentais?

Assim, buscando responder a esses questionamentos, o objetivo geral
deste estudo busca apresentar e analisar o fendbmeno da Inteligéncia artificial
no Poder Judiciario, as diretrizes que foram criadas para o uso desta
ferramenta e a influéncia dos algoritmos nos resultados. Para alcancar tal
proposito, foram delineados os seguintes objetivos especificos: (1) compreender
a era do uso da inteligéncia artificial no ambito juridico; (ll) analisar a relagao
entre principios constitucionais e sua necessaria preservagao com o uso da
inteligéncia artificial pelo Poder Judiciario; e, por fim, (IlI) discutir o impacto dos
algoritmos da inteligéncia artificial nas decisdes judiciais.

Nesta seara, a justificativa para a realizagdo desta pesquisa reside na



significativa contribuicdo que a inteligéncia artificial e 0 uso e mapeamento dos
algoritmos tém oferecido ao Poder Judiciario para a celeridade processual em
face de certas medidas necessarias para a protecdo do destinatario da
decisdo, tanto em escala global quanto em nacional. Esse fenbmeno néao
apenas fomenta novas solugdes disruptivas, mas também tem o poder de
transformar o Poder Judiciario como um todo, modificando o método de
trabalho nas formulagées das decisdes. Assim, este estudo busca proporcionar
uma visao clara e fundamentada sobre como essa inteligéncia artificial por
meio dos algoritmos nela programados podem criar tanto uma nova
metodologia de trabalho aos servidores, quanto trazer diversos preconceitos
enraizados, alguns esquecidos, outros nao, de volta a realidade das pessoas
infringindo os seus direitos fundamentais. Espera-se que as andlises e
discussbes aqui apresentadas possam servir como um recurso valioso para
estudos futuros na tematica, bem como operadores do direito e demais
interessados no dindmico universo que a inteligéncia artificial tem trazido ao
Direito.

No que concerne a metodologia, este estudo empregou o método de
pesquisa dedutivo. Partiu-se de uma analise mais ampla do que é a inteligéncia
artificial, como surgiu, e o que sao os algoritmos e como funcionam, para entao
aprofundar-se no cenario Juridico, sua implementagao pelos tribunais e os
regramentos que o regem sempre com o foco no julgamento justo atendendo
os principios fundamentais, buscando responder a problematica central da
pesquisa. A pesquisa foi conduzida por meio de levantamento e analise
bibliografica de doutrinas, legislacdo pertinente, artigos cientificos e dados de
noticias panoramas relevantes.

Sendo assim, o capitulo inicial, intitulado “A inteligéncia artificial”, inicia
com uma contextualizacdo do que € a inteligéncia artificial, trazendo um
panorama historico desde a sua premissa inicial em 1854, com o matematico e
filésofo britanico George Boole, passando apds em 1936, com Alan Turing,
desenvolvendo o conceito conhecido como Turing Machine, trazendo os
preceitos bases para a montagem das |As, com posterior criacao de
subcampos como as machine learning dentro das inteligéncias artificiais, com
0s conceitos de algoritmos, a partir dessa contextualizagdo de conceitos e

funcionamentos, passasse aos cenarios de uso da |IA no contexto juridico



global, com exemplo do uso em paises como China, Inglaterra e EUA, para
depois se passar ao panorama brasileiro, com algumas das IAs existentes hoje
no Poder Judiciario, bem como apresentando as Resolugdes 332 e 615 do CNJ
na tematica quanto as inteligéncias artificiais.

O capitulo intermediario, denominado “Decisbes juridicas e inteligéncia
artificial”, tem como foco principal em desvendar o universo das decisdes
juridicas realizadas pela inteligéncia artificial em face dos principios
fundamentais da dignidade da pessoa humana, igualdade, razoabilidade e
devido processo legal, explicando inicialmente o conceito de cada principio,
para posterior analise quanto a aplicacdo destes principios em face das
decisbdes proferidas pelos algoritmos das |IAs e seus vieses discriminatérios
num primeiro espectro.

O ultimo capitulo, “Os algoritmos da inteligéncia artificial nas decisbes
aplicadas”, aprofunda a tematica apresentando como funciona quanto a
divulgacao desses algoritmos para as decisdes, informando as questbes de
como o Poder Judiciario lida com os cédigo-fonte, além da importancia quanto
a possibilidade de auditoria quanto a esses algoritmos, para que seja possivel
verificar a opacidade desses algoritmos quando a infringéncia, principalmente
dos direitos humanos e a possibilidade de julgamento justo, sendo avaliado se
€ vantajoso ou ndo o uso das inteligéncias artificiais e as medidas tomadas
quanto aos algoritmos em face dos resultados que produz.

Finalmente, conclui-se, evidenciando que a importancia deste trabalho
reside na sistematizacao e analise de um tema em crescimento diario: o uso da
inteligéncia artificial (IA) nas decisbes aplicadas nas sentengas e acérdaos no
sistema juridico brasileiro, como os algoritmos utilizados pela IA interferem no
julgamento final. Ao detalhar o tema, busca-se oferecer uma visado geral que
auxilie no entendimento e importancia no cuidado ao utilizar as ferramentas de
inteligéncia artificial em decisbes juridicas, ndo passando por cima de
principios fundamentais, nem tirando o olhar humanitario no momento da
decisdo. As contribuicbes incluem a elucidagdo de um cenario juridico
complexos e a analise critica quanto os regramentos que regem as
inteligéncias artificiais, sempre com um olhar em cuidados contra vieses
discriminatérios nas decisdes feitas pelos algoritmos da IA, com a intervengéo

humana sempre fiscalizando os resultados obtidos.



2 A INTELIGENCIA ARTIFICIAL

A inteligéncia artificial (IA) veio como uma nova ferramenta a ser
utilizada pela humanidade para facilitar o cotidiano e auxiliar na tomada de
decisbes em diversas areas, inclusive no Direito.

Segundo Frazdo (2019, RB-3.4), atualmente na nossa rotina estamos
circulados por inteligéncia artificial muitas vezes sem sabermos, por exemplo,
hoje a IA é utilizada desde buscadores, sistemas de recomendacado, como se
percebe nos utilizados pela Netflix, até classificagcdo de textos juridicos e
mapeamento automatico do uso de solos. Além disso, a |IA contribuiu para o
desenvolvimento de tecnologias disruptivas, como ocorre na diregao de carros
autbnomos.

A inteligéncia artificial possui diversas vantagens o que torna tao viavel
seu uso, em decorréncia da autonomia de aprendizado, de acordo com os
dados de entrada que Ihe sdo fornecidos, o algoritmo trabalha para dar o
resultado para o qual foi programado, a partir disso, a inteligéncia gera textos,
obras, musicas, entre outros, dentre os quais encontram-se hoje decisdes
judiciais.

Nesse contexto, impera entender a histéria da IA, pois por mais que sua
“fama” tenha iniciado no Brasil em meados de 2020, em periodo vivenciado
pela pandemia do Covid-19, a ideia fundamental que sustenta a IA remonta ao

século XIX.

2.1 Conceito e historia da inteligéncia artificial

Em 1854, o matematico e fildsofo britanico George Boole publicou a obra
An Investigation of the Laws of Thought, on Which are Founded the
Mathematical Theories of Logic and Probabilities (Uma investigagdo sobre as
leis do pensamento, sobre as quais se fundam as teorias matematicas da
l6gica e das probabilidades) “(tradugdo nossa)”, onde propés os fundamentos
da légica matematica que posteriormente dariam base a computagdo moderna
(Wolkard, 2022, p. RB-3.1).

Apos, em 1936, Alan Turing, desenvolveu o conceito conhecido como

Turing Machine, um modelo tedrico capaz de realizar calculos a partir de uma



sequéncia de regras definidas. Apesar de ndo se tratar de uma maquina fisica,
mas sim de um algoritmo, a proposta feita por Turing foi revolucionaria ao
demonstrar que problemas légicos poderiam ser resolvidos de forma
automatizada (Wolkard, 2022, p. RB-3.1).

A partir dessas bases, a |IA evoluiu significativamente, sendo que hoje
possui distintos pontos de vista. Existem abordagens que buscam imitar a
cognicdo humana, focando em aspectos como aprendizado, raciocinio e
tomada de decisdes (reasoning), enquanto outras priorizam o comportamento
do sistema (behavior), analisando-o com base na qualidade e eficiéncia dos
resultados, independentemente se ha similaridade com o pensamento humano.

Segundo Bellman (1978, p.2), a IA é a automatizagcdo de atividades
relacionadas a cognigdo humana, como solucionar os problemas, tomar
decisdes e aprender. Por sua vez, Kurzweil (1990), a define como uma arte de
criar maquinas capazes de executar tarefas que exigiriam inteligéncia se
executadas por humanos. Essas definicdes valorizam o aspecto cognitivo da
IA, ou seja, reasoning, evidenciando a tentativa de simular a inteligéncia
natural.

Em contrapartida, autores como Patrick Henry Winston e David Poole
defendem uma abordagem baseada na racionalidade, onde a IA é definida pelo
seu grau de coeréncia e precisao das decisbes tomadas pelos sistemas, nao
necessariamente por sua semelhanga com o funcionamento do cérebro
humano, ou seja, behavior. Nessa linha, Winston (1992, p.2) entende a IA
como o estudo de computagdes que tornam possivel a tomada de decisdes
racionais, enquanto Poole (1998, p.2) a concebe como o desenho de agentes
inteligentes.

Dentre os subcampos da inteligéncia artificial, destaca-se o machine
learning (aprendizado de maquina), que compreende os algoritmos capazes de
aprender com os dados e adaptar-se a novas circunstancias. Esses sistemas
identificam os padrées em grandes volumes de informagdes e ajustam seu
comportamento sem depender de instrugdes explicitas para cada tarefa.

Em um nivel mais avangado, conforme expde Wolkard (2022, RB 3.1),
surge o deep learning, uma técnica derivada do machine learning, que utiliza
redes neurais artificiais com multiplas camadas, simulando o funcionamento

das conexdes do cérebro humano. O diferencial do deep learning é a sua
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capacidade de aprender diretamente a partir dos dados brutos, como imagens,
audios e textos, sem a necessidade de uma curadoria humana prévia.
Aplicagbes como reconhecimento facial, assistentes virtuais, traducéo
automatica e classificacdo de objetos fazem uso intensivo dessa tecnologia.

Apesar dos modelos de redes neurais existirem desde 1960, apenas
com o advento da internet e o consequente acesso a grandes volumes de
dados (big data) que foi possivel treina-los com eficiéncia. Como um exemplo
emblematico € o algoritmo de back propagation, introduzido em 1969, este
realiza aprendizado por tentativa e erro, ajustando-se de forma gradual até
alcancar o desempenho ideal (Wolkard, 2022, p. RB-3.1).

Nesse contexto, o conceito de algoritmo € necessario para a
compreensao dos sistemas computacionais contemporaneos e, por
consequéncia, da propria inteligéncia artificial (1A). Algoritmo pode ser definido
como um procedimento Iégico-matematico, bem estruturado e finito, partido de
um problema ou necessidade, este por meio de uma sequéncia de instrugdes,
recebe os dados de entrada e por meio disso gera uma saida com um

resultado esperado. Conforme Garcia (2025, p. RB-1.10)

Um algoritmo se constitui em qualquer procedimento computacional
bem definido que utiliza algum valor ou conjunto de valores como
entrada e produz algum valor ou conjunto de valores como saida. Ele
€ composto de um procedimento loégico-matematico, com passos
finitos, capaz de oferecer uma solugao para um problema solicitado.
O ponto de partida sempre sera um problema ou necessidade.

Assim, para a construgcdo de um algoritmo segue trés etapas principais:
() a identificagdo precisa do problema; (ll) a descrigdo da solugdo em
linguagem comum; (lll) a tradugcdo dessa logica para uma linguagem de
programacao. Dessa forma, segundo Garcia, “algoritmo nada mais é do que
um conjunto de instru¢bes matematicas para designar uma sequéncia de
tarefas com um resultado esperado em um tempo limitado” (Garcia, 2025, p.
RB-1.10).

Outrossim, o algoritmo antecede a existéncia dos computadores, tendo
sua origem na matematica pura. Podendo ser simples ou extremamente
complexo, porém sempre mantém a légica de definir um objetivo e construir um

caminho ordenado para alcanga-lo. Fazendo uma analogia, compara-se a uma



11

receita culinaria, onde descrevesse o0 passo a passo de como preparar um
prato, listando os ingredientes (entrada), as etapas de preparo
(processamento) e o resultado final (saida), sendo este um exemplo de
sequéncia légica aplicada.

Nesse sentido, verifica-se que a IA €& puramente logica, baseada em
estatistica e numeros, sendo baseada na matematica, ndo havendo
subjetividade em sua leitura, ou seja, possui um “pensamento” linear baseado
em probabilidades estatisticas do resultado o qual quer buscar para o
problema, ndo havendo sentimentos nem empatia em suas respostas.

Além disso, embora todos os algoritmos sigam um padrdo logico
fundamental, qual seja, identificar o problema, propor uma solugao e definir o
caminho para alcanga-la, no contexto da inteligéncia artificial, eles se
expandem, possibilitando diversas abordagens, como o uso de logica indutiva
ou dedutiva, ampliando a sua capacidade de adaptacao e aprendizado.

Como observa Garcia (2025), ha os dois tipos de raciocinio acima
mencionados, 0s quais baseiam-se de formas diferentes, ou seja, a ldogica
dedutiva parte de regras gerais para chegar a conclusdes especificas, como
ocorre em sistemas baseados em regras fixas, ou seja, se uma regra diz que
quem ultrapassa 80km/h leva multa, se o carro passou a 90 km/h, o sistema
aplica uma multa automaticamente. Ja considerando a légica indutiva, esta faz
o0 oposto, observando os casos especificos e, a partir deles, constréi as
generalizag¢des, sendo um tipico caso de machine learning, como seria 0 caso
de um sistema notar que quem assiste ao filme A também costuma assistir ao
filme B, passando a recomendar o filme B para quem assistir ao A, o que muito
ocorre atualmente sem nem percebermos, principalmente em nossas redes
sociais (p. RB-1.10).

Sendo assim, os algoritmos inteligentes podem transitar entre essas
formas de pensamento, aprendendo tanto de cima (maior) para baixo (menor),
por meio da dedugao, quanto de baixo (menor) para cima (maior) pela inducéo,
ampliando, assim, a sua capacidade de adaptacao e tomada de deciséao.

Levando em conta as informagdes até aqui discutidas, podemos
compreender em que momento a inteligéncia artificial evoluiu tanto.
Considerando que a inteligéncia artificial € baseada em dados a ela fornecidos

para que chegue a uma ideia final. Nesse sentido, apds a globalizagéo e o
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fendbmeno da internet das coisas, que foi possivel gerar esse banco de dados e
alimentagdo da rede, qual seja o momento do big data, que foi possivel a
alimentagao dessa ferramenta para que hoje ela possa dar as informagdes, de
modo mais rapido, por meio do algoritmo pré-programado para um determinado
tipo de resultado, ou seja, ao questionar a IA ela buscara em sua base de
dados as respostas para o questionamento a ela fornecido.

Nesse contexto, a inteligéncia artificial deixou de ser apenas uma ideia
tedrica, passando a se tornar um instrumento pratico e transformador em
diversas areas da sociedade, inclusive no campo juridico onde o seu uso
desperta varios questionamentos importantes quanto a legalidade, ética e

direitos fundamentais.

2.2 O uso da inteligéncia artificial no mundo juridico

No mundo, hoje a inteligéncia artificial ja € utilizada no contexto juridico
ha alguns anos. Conforme artigo realizado pela Autrum (2019), uma empresa
de softwares juridicos brasileira, diversas empresas ou startups, focaram o seu
desenvolvimento para os vieses juridicos, o que é o caso das chamadas
lawstech ou legaltech, ou seja, law (advocacia), tech (tecnologia).

Segundo Nunes e Marques (2018, p.2), nos Estados Unidos ha sistemas
juridicos usados pelos escritorios de advocacia para pesquisas juridicas,
analisar documentos, redigir contratos e até mesmo prever resultados, como é
0 caso dos sistemas Ross e Watson.

Tomando o cenario do juridico chinés como base, este implementou o
uso de inteligéncia artificial nos tribunais no ano de 2017, primeiramente na
cidade de Hangzhou, e posteriormente em Pequim, Guanzhou. Sendo que no
ano de 2019 a China implementou os “tribunais da internet ou tribunal
inteligente” onde o cidadao poderia registrar a sua agao on-line e esta seria
julgada por uma inteligéncia artificial, com juizes ndo humanos, apenas
registrando a presencga das partes litigantes do processo (Vasdani, 2020).

Nestes tribunais, sdo discutidas questdes relativas a propriedade
intelectual, comércio eletrdnico, disputas financeiras relacionadas com as
condutas on-line, empréstimos adquiridos ou realizados de forma on-line,

nomes de dominio, casos de propriedade e direitos civis envolvendo a internet,
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compras de produtos on-line e certas disputas administrativas.

Segundo Vasdani (2020), na cidade de Pequim, a duragdo média de um
processo realizado neste tribunal € de 40 dias. Sendo que 80% das pessoas
que ajuizam neste tribunal sdo pessoas fisicas, 20% pessoas juridicas,
possuindo um percentual de 98% de resolugcdo das demandas no primeiro
grau, sem recursos destas sentencgas proferidas por IA.

No ano de 2019, os tribunais inteligentes implementados na China,
resolveram no periodo de margo a outubro, do mesmo ano, foram concluidos
mais de 3,1 milhdes de atividades usando o sistema em questdo (Vasdani,
2020).

Em 2020, foi demostrado o funcionamento deste tribunal inteligente

funcionava em Hangzhou, sendo da seguinte forma:

Autoridades judiciais recentemente convidaram repérteres ao tribunal
de internet de Hangzhou para ver como ele funciona. Em uma
demonstragéo, cidadaos foram vistos usando mensagens de video
para se comunicar com os juizes de IA, e o seguinte foi observado:

"O réu tem alguma objecdo a natureza das provas judiciais de
blockchain apresentadas pelo autor?", perguntou um juiz virtual
durante uma reunido pré-julgamento. O juiz ndo humano foi
representado no sistema pela imagem de um homem vestindo uma
tunica preta.

"Nenhuma objecéo", respondeu o autor humano.

Os juizes "apareceram" por holograma e sao criagdes artificiais —
nao ha um juiz real presente. O juiz holografico parece uma pessoa
real, mas é uma imagem 3D sintetizada de diferentes juizes e define
cronogramas, faz perguntas aos litigantes, coleta evidéncias e emite
decisbes dispositivas.

Um funcionario do tribunal de Hangzhou disse a rede de televisao
estatal chinesa CGTN que o sistema judicial da Internet opera 24
horas por dia, sete dias por semana. (Vasdani, 2020)

Nesse contexto, € possivel verificar uma aplicagdo consolidada da IA,
pois, esta busca, inclusive, jurisprudéncias de mais de 50 anos atras, podendo,
esta, estar em vigor para o cenario atual ou ndo, tudo a depender da base de
dados a ela fornecida.

A decisao fornecida pela IA ndo é absoluta no cenario chinés, ela é
passivel de recurso, sendo possivel de ser revista por um juiz humano togado.

Além disso, a evolugdo da inteligéncia artificial de forma t&do aprimorada nao
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ocorre apenas na China, seu uso no sistema juridico também é feito em outros
paises, como o caso do Canada, mais precisamente em Toronto (Vasdani,
2020).

No ano de 2019, com a IA chamada Alexsei, esta busca jurisprudéncias
relevantes e atualizadas na internet, bem como opinides de advogados na
tematica, verificando-os por meio de blogs juridicos. Ademais, ela elabora um
memorando juridico em 24 horas apds o recebimento da pergunta juridica
(Vasdani, 2020).

Conforme demonstra Vasdani (2020), outros cenarios que merecem
comento, é dos EUA, agora na parte mais do poder judiciario, estes possuem
algoritmos que auxiliam na recomendagao de sentencgas criminais. Além deles,
na Inglaterra, ha um aplicativo britanico chamado “DoNotPay”, um chatbot
baseado em inteligéncia artificial que anulou 160.000 multas de

estacionamento em Londres e em Nova York.

2.3 Inteligéncia artificial no Brasil

No Brasil, o avango rumo ao uso juridico da inteligéncia artificial teve
inicio com a digitalizagdo dos processos judiciais, impulsionada pela Lei n°
11.419, de 2006, que dispde sobre a informatizacdo do processo judicial
brasileiro. Essa norma estabelece, em seu art. 1°, que a tramitagao processual
deve ocorrer de forma inteiramente eletrénica, desde a peti¢do inicial, com a
propositura da agao, até o transito em julgado.

Esse processo de digitalizagao do Judiciario brasileiro € dividido em trés
fases, a primeira ocorreu no periodo de 2004 e 2013, alavancado pela Lei
11.419/2006 e pela implementacdo do processo eletrbnico PJe, criando o
sistema nacional de tramitagao no judiciario.

Conforme Salomédo, Braga e Braganca (2024), na segunda fase,
ocorrida entre os anos de 2014 a 2020, os tribunais passaram a utilizar
ferramentas de automagdo que aprimoraram substancialmente a gestéo
administrativa. A criagcao de fluxos e rotinas de trabalho automatizados permitiu
a eliminagdo de tarefas repetitivas, a padronizagcdo de procedimentos e a
redistribuicdo de servidores para atividades que demandam uma complexidade

maior e capacidade analitica.
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A partir de 2021, na terceira fase, periodo pandémico, representa a
consolidagdo do Judiciario como uma plataforma digital. Nesse estagio,
torna-se mais claro que a digitalizagao nao se limita a converséo de processos
fisicos em eletrénicos, mas envolve um ecossistema integrado, que compartilha
solugdes tecnoldgicas, com o objetivo de ampliar a eficiéncia, a colaboragéo
institucional e a qualidade dos servigos prestados a sociedade (Salomao;
Braga; Braganca 2024).

Considerando um dos principios basilares dos processos judiciais
brasileiros — o da celeridade processual —, torna-se evidente o motivo pelo qual
se busca constantemente o aprimoramento do sistema juridico. Tal principio
esta disposto no art. 5° da Constituicao Federal, “LXXVIII - a todos, no ambito
Judicial e administrativo, sGo assegurados a razoavel duragédo do processo e 0s
meios que garantam a celeridade de sua tramitagcédo”.

Ou seja, o uso de novas tecnologias tem sido fundamental para o
avangco do sistema judiciario, haja vista a escassez da mé&o de obra
especializada, comprometendo a eficiéncia da prestacao jurisdicional. Essa
realidade é evidenciada no préprio relatério do Conselho Nacional de Justica
(CNJ) publicado em 2024, que apresenta um panorama detalhado da
quantidade de servidores, incluindo requisitados, cedidos, de funcao
gratificada, cargo de confianga e de cargo efetivo, além de juizes, juizes leigos,
desembargadores e ministros. Aléem disso, o relatério também destaca o
percentual de cargos que ainda precisam ser ocupados, fator este que também
foi influenciado pela pandemia do Covid-19.

Segue trechos do referido relatério dando énfase nas informacgdes

quanto aos magistrados e servidores (CNJ, 2024, p. 98-99):

Em 2023, o Poder Judicidrio contava com um total de 446.534
pessoas em sua forca de trabalho, das quais 18.265 eram
magistrados(as) (4,1%); 275.581 eram servidores(as) (61,7%); 78.690
eram terceirizados(as) (17,6%); 54.599 eram estagiarios(as) (12,2%);
e 19.399 eram conciliadores(as), juizes(as) leigos(as) e
voluntarios(as) (4,3%). Entre os(as) servidores(as), 78,5% estédo
lotados(as) na area judiciaria e 21,5% atuam na area administrativa.
O diagrama da Figura 34 mostra a estrutura da forga do trabalho do
Poder Judiciario em relagdo aos cargos e as instancias.

A Justica Estadual é o maior segmento, e abrange 69,5% dos(as)
magistrados(as), 64,8% dos(as) servidores(as) e 77,3% dos
processos em tramite. Na Justica Federal, encontram-se 10,6%
dos(as) magistrados(as), 10,3% dos(as) servidores(as) e 15% dos
processos em tramite. Na Justica Trabalhista, 19% dos(as)
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magistrados(as), 14,4% dos(as) servidores(as) e 6,5% dos
processos...]

[...] observa-se que o Poder Judiciario possui uma relagdo de 9
magistrados(as) por cem mil habitantes. A titulo de comparagéo, na
Europa, a mesma relagdo é¢ de 18,0 magistrado(a) por cem mil
habitantes, ou seja, no Brasil, ha metade do niumero de juizes(as) por
habitante do que na Unido Europeia.

[..]

Conforme se verifica até aqui, o numero de servidores e, principalmente,
magistrados é inviavel diante da quantidade de habitantes, sendo, de fato,
incompativel com a relagdo de volume de trabalho que essa relacdo pode
ocasionar.

Além disso, destaca-se que segundo o que consta no referido relatério
do CNJ, em 2023 ao final do ano, 19,8% dos cargos de magistrado estavam
vagos, mantendo a média que se tinha nos anos anteriores. A maioria dos
juizes atuam no primeiro grau, houve um leve aumento no numero total de
cargos e no percentual de vagas em relagédo a 2022, sendo este de 0,7%.

Apresenta-se, a seguir, o panorama do relatorio que detalha a

quantidade de juizes de primeiro e segundo grau (CNJ, 2024, p. 101):

Os cargos vagos sdo, em sua maioria, de juizes(as) de primeiro grau.
Enquanto no segundo grau existem 108 cargos de
desembargadores(as) criados por lei e ndo providos, que representa
3,9% do total de cargos de desembargadores(as) existentes, no
primeiro grau a proporgao de cargos nao providos € de 22,1%, ou
seja, sdo 4.397 cargos vagos. Considerando a soma de todos os dias
de afastamento, obtém-se uma média de 1.308 magistrados(as) que
permaneceram afastados da jurisdigdo durante todo o exercicio de
2023, representando um absenteismo de 7,2%.

[...]

Isso significa que, dos(as) 18.265 magistrados(as) ativos, era como
se, em média, 16.957 efetivamente tivessem atuado na jurisdi¢cdo
durante todo o ano, sem nenhum dia de licenca ou afastamento. Esse
calculo é importante para mensuragéo da produtividade média, que
sera apresentada no préximo capitulo, de forma a considerar apenas
os dias uteis trabalhados

[..]

Outrossim, verifica-se, ainda, o quadro dos servidores, 0 qual também
apresenta grande escassez assim como o caso dos magistrados, senao
vejamos (CNJ, 2024, p. 103):

Ao final de 2023, o Poder Judiciario possuia um total de 275.581
servidores(as), entre os quais 228.330 eram do quadro efetivo
(82,9%), 22.232 requisitados(as) ou cedidos(as) de outros 6rgaos
(8,1%) e 24.968 comissionados(as) sem vinculo efetivo (9,1%).
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Considerando o tempo total de afastamento, aproximadamente
13.602 servidores(as) (4,9%) permaneceram afastados(as) durante
todo o exercicio de 2023. Na medicdo dos afastamentos sao
consideradas as licengas e afastamentos concedidos por lei, além
dos dias que antecedem posse de servidores(as) com entrada em
exercicio em 2023. Nao sdo computados periodos de férias e
recessos. Do total de servidores(as), 216.241 (78,5%) estavam
lotados(as) na area judiciaria e 59.340 (21,5%) na area administrativa.
Entre os(as) que atuam diretamente com a tramitagao de processos,
179.100 (82,8%) estdo no primeiro grau de jurisdi¢cao (Figura 42) que
concentra 84,6% dos processos ingressados e 93,6% do acervo
processual. E importante ressaltar que a Resolugdo CNJ n. 219, de
26 de abril de 2016, estabelece que a area administrativa deve ser
composta por, no maximo, 30% da forca de trabalho (art. 11). A
Figura 41 demonstra a distribuicdo por segmento de justi¢a, na qual é
possivel observar que esse percentual € cumprido na Justica
Estadual, na Federal e na Trabalhista, que atingiram 16,9%, 22,4% e
24,5%, respectivamente.

Mesmo que o quadro tenha melhorado, conforme demonstrado abaixo
pelo relatério do CNJ, ainda ha uma falta de 14,9% de servidores, sendo assim,

ha caréncia de servidores no Poder Judiciario (CNJ, 2024, p. 104).

Do total de servidores(as) efetivos(as), cumpre informar a existéncia
de 40.095 cargos criados por lei e ainda nao providos, o que
representa 14,9% dos cargos efetivos. Observa-se, pela Figura 43,
que o percentual sofreu grande redugcdo em 2018, passando de
19,7% para 14,8% e que, mesmo apds algumas oscilagdes, o
percentual de cargos vagos de 2023 permanece proximo ao
verificado em 2017 e entre os trés menores da série histérica, com
14,9%.

Conforme apresentado pelos trechos do relatério acima, resta mais que
claro a falta de servidores e magistrados para o Poder Judiciario, o que nao
permite a celeridade processual, haja vista a falta da mao de obra, motivo pelo
qual, torna mais que motivada a busca por novas tecnologias para a
implementacéo de tecnologias autbnomas, bem como inteligentes para facilitar
e acelerar os processos juridicos.

Hoje no Poder Judiciario brasileiro ha o incentivo pelo uso de IA, o
Conselho Nacional de Justica aprovou a Resolugao n.° 615, esta “Estabelece
diretrizes para o desenvolvimento, utilizagdo e governanga de solugcbes
desenvolvidas com recursos de inteligéncia artificial no Poder Judiciario” (CNJ,
Resolugdo 615, 2025, p.1).

Além da Resolucdo acima mencionada, ainda ha a Resolugdo n.°
332/2020 do CNJ, a qual foi alterada pela Resolugdo 615 do CNJ, dispondo
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sobre ‘[...] ética, a transparéncia e a governanga na produgdo e no uso de
Inteligéncia Artificial no Poder Judiciario e da outras providéncias”. Ou seja,
diferentemente da Resolugdao 615 do CNJ, a Resolugado 332, expunha a forma
de uso da IA (CNJ, Resolugéo 332, 2020, p. 1).

Ou seja, o Poder Judiciario ndo & contra o uso de inteligéncia artificial
nos tribunais, desde que respeitem a ética, a transparéncia e a governancga.
Além disso, em seu texto do capitulo Il ao IX, trata das seguintes tematicas: do
respeito aos direitos fundamentais, da nado discriminacdo, da publicidade e
transparéncia, da governanga e da qualidade, da seguranga, do controle do
usuario, da pesquisa, do desenvolvimento e da implantagcdo de servicos de
inteligéncia artificial e da prestagcdo de contas e da responsabilizagdo, sendo
assim, o seu uso nao pode ser de qualquer forma, devendo respeitar os
parametros nela estipulados.

Outrossim, a Resolugdo n.° 615, em seu art. 20, inciso IV, do CNJ,
regula quanto a responsabilidade no uso da IA pelo magistrado, haja vista que
este tem que revisar e verificar as decisbes formuladas por IA, conforme

demonstrado pelo texto da lei abaixo (CNJ, Resolugéo 615, 2025, p. 25):

IV — o uso dessas ferramentas sera de carater auxiliar e
complementar, vedada a utilizagdo como instrumento autbnomo de
tomada de decisdes judiciais sem a devida orientagao, interpretagao,
verificagdo e revisdo por parte do magistrado, que permanecera
integralmente responsavel pelas decisbes tomadas e pelas
informagdes nelas contidas;

Sendo assim, tudo que for formulado pela |IA deve ser verificado
anteriormente, sob pena de responsabilizagdo do magistrado, situagao esta
que ja ocorreu no Brasil como o caso do Juiz Federal Jefferson Ferreira
Rodrigues, do estado do Acre, que publicou uma sentenga com trechos
totalmente escritos pelo ChatGPT (inteligéncia artificial hoje muito utilizada no
Brasil, que se possui um amplo acesso de forma gratuita), porém o problema
deste caso nao foi o fato do juiz ter formulado a sentenca por IA, mas sim o fato
dele ter publicado a sentenca que possuia informagdes falsos, incorretas, com
entendimentos do STJ inexistentes. O caso ficou para apuragéo do CNJ (Lima,
2023).

Ha fomento do Conselho Nacional de Justiga no uso das IAs pelos



19

servidores e magistrados, desde que estes mantenham a ética e os devidos
cuidados no seu uso, sempre realizando a devida conferéncia nas respostas
por ela proferida.

Hoje, segundo pesquisa realizada em evento do CNJ (2024), a maioria
dos servidores dos tribunais utilizam inteligéncias artificiais para elaboracao de
minutas e pesquisas, quais sejam ChatGPT, Copilot ou Gemini, do Google, nas

versdes predominantemente livre ou aberta.

Durante a abertura do evento, os pesquisadores Olivia Gomes
Pessoa, do Departamento de Pesquisas Judiciarias (DPJ/CNJ), e
Juliano Maranhao, professor da Faculdade de Direito da Universidade
de S&o Paulo (USP), divulgaram alguns dos resultados obtidos a
partir das respostas de 1.681 magistrados e 16.844 servidores. Como
ndo houve utilizacdo de técnica de amostragem na aplicagdo da
pesquisa, ndo é possivel estender as interpretacbes a todos os
integrantes do Poder Judiciario. No entanto, os dados apresentam
subsidios importantes para a elaboracgao de politicas judiciarias.

O ChatGPT, da Open Al, é a ferramenta mais utilizada pelos
respondentes (96% entre magistrados e 94% entre servidores).
Também s&o populares entre eles o Copilot, da Microsoft, e 0 Gemini,
do Google. Além disso, ha uma predominancia pelo uso de versdes
livres/abertas. Para os pesquisadores, esse € um ponto importante.
“Essas ferramentas podem conter imprecisbes e erros, € 0 seu
resultado é indiscernivel do produzido por humanos. Isso traz a
necessidade de procedimentos de revisao e de transparéncia sobre o
uso. Entdo existem vantagens para se utilizar ferramentas que sao
disponibilizadas pelos tribunais, mas que a gente vé pela pesquisa
que sdo minoria”, afirmou Juliano.

Apesar de ser pouco utilizada, a pesquisa aponta que, entre os que
lancam mé&o da ferramenta, ha um consideravel uso para atividades
do tribunal (27% dos magistrados e 31% dos servidores fazem uso na
vida profissional). O estudou identificou também interesse expressivo
entre aqueles que ndo a empregam em suas fungdes. Ademais, em
ambos os grupos, a maioria manifestou elevada crenga na serventia
da Inteligéncia Artificial (IA) generativa para apoio a atividade judicial,
sobretudo em tarefas que envolvem tecnologia da informacao,
estatistica ou ciéncia de dados.

Tal pratica pelo uso das |IA's acima referidas, podem trazer certas
consequéncias, pois como se tratam de plataformas publicas, ou seja, ndo
elaboradas pelo Poder Publico, ndo se sabe a base de dados o qual ela foi
alimentada, podendo ocorrer incoeréncias como exposto no caso do Juiz
Federal do Estado do Acre.

Além disso, como disposto no estudo até aqui, a inteligéncia artificial ndo
possui um raciocinio subjetivo ou empatico, ou seja, uma decisao feita por IA
com um banco de dados sem conhecimento do precedente das informacdes

dela e sem supervisdo humana, incorreria, muito provavelmente, em
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discriminagdes e decisdes injustas, desrespeitando as Resolugbes n.° 332 e
615, ambas do CNJ.

Uma prova desta situagao, foi o caso que ocorreu em Sao Paulo, pela
inteligéncia artificial denominada Smart Sampa, esta utiliza cameras com
reconhecimento facial distribuidas pela cidade, em torno de 20 mil cameras
inteligentes, para averiguagdo de mandados de prisdo pendentes. Ocorre que,
como a base de dados nela embutido possui, infelizmente, um contexto
historico de prisdes de pessoas de cor negra, a IA, pelo seu pensamento
l6gico, entendeu ser este o padréo a ser buscado, incorrendo, de certa forma,
numa discriminagao algoritmia.

Nesse sentido, destaca-se o caso do idoso Franscisco de 80 anos, que
ficou 10 horas sob custédia nas delegacias, até que comprovasse que nao se
tratava dele. Francisco possuia caracteristicas fisicas semelhantes ao real
destinatario do mandado, um estuprador foragido, porém Francisco é pardo, e
o destinatario é branco, além de sequer possuirem 0 mesmo nome.

Diante de tal situacdo enfrentada, Francisco passou a sair camuflado
pelas ruas, pois poderia ocorrer novamente, conforme mencionou a familiar de
Francisco “[...] Disse que n&o tem muito o que fazer e que ele pode ser
abordado de novo, porque a imagem néo apaga’ (Araujo; Vespa, 2025).

Ademais, conforme noticia da prefeitura de Sao Paulo, relativa a uma
audiéncia publica quanto o Smart Sampa, o comentario do cofundador do
Algqualtune Lab, foi muito pertinente, pois expde expressamente o que ocorre

guando uma inteligéncia artificial € mal alimentada e treinada.

As tecnologias de reconhecimento facial escancaram ainda mais a
seletividade penal, elas trazem mais encarceramentos, mais prisdes
ilegais, elas acirram ainda mais a questdo racial porque essas
tecnologias sao feitas a partir de algoritmos racistas. Entéo, traz muito
mais maleficios do que beneficios (Hamada, 2025)

Nesse sentido, impera entender que a inteligéncia artificial ndo é¢ 100%
confiavel, motivo pelo qual necessita do cuidado humano para que diminua a
possibilidade de erros, o que se tem um peso muito maior quando falamos em

direito.

2.4 Inteligéncias artificiais utilizadas no ambito juridico brasileiro
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No Poder Judiciario possui diversas inteligéncias artificiais, estimulado,
também, pelo Programa Justica 4.0, o qual disponibiliza IAs e novas
tecnologias, fruto de uma parceria entre o Conselho Nacional de Justica (CNJ)
e o Programa das Nacdes Unidas para o Desenvolvimento (PNUD). A iniciativa
conta com o apoio do Conselho da Justica Federal (CJF), do Superior Tribunal
de Justica (STJ), do Tribunal Superior do Trabalho (TST), do Conselho
Superior da Justica do Trabalho (CSJT) e do Tribunal Superior Eleitoral (TSE).

Segundo o STF (2023), as inteligéncias artificiais utilizadas pelo
Supremo Tribunal de Federal (STF), at¢ o momento, denominam-se Victor,
Rafa e Maria. O Victor, ou também conhecido como VictorlA, realiza as
analises de temas de repercussao geral na triagem dos recursos recebidos de
todo o pais. A Rafa foi desenvolvida para integrar a Agenda 2030 da ONU ao
STF, pela classificacdo dos processos de acordo com os Objetivos de
Desenvolvimento Sustentavel determinados pelas Nag¢des Unidas.

A grande questdo aqui € em relacdo a IA no STF, permanece em
decorréncia da Maria, que, segundo o ministro Luis Roberto Barroso (2024), a
Maria seria a primeira |A generativa, que pode produzir e gerar conteudos,
além de elaborar textos. O nome MARIA significa Mdédulo de Apoio para
Redacao com Inteligéncia Atrtificial, a qual sera utilizada especialmente para
trés frentes para a gerar o texto, sendo para resumo de votos, gerando
automaticamente minutas de ementas, com o resumo do entendimento do
ministro sobre a matéria do caso, sendo possivel revisdes e edi¢cdes diretas,
pois é integrado com o sistema eletrénico do STF-Digital.

A segunda frente, € no sentido de relatérios em processos recursais,
resumindo os relatorios de ministros em Recursos Extraordinarios (Res) e em
Recursos Extraordinarios com Agravo (AREs), automatizando a elaborag&o dos
relatorios processuais essenciais para as decisdes judiciais.

E por ultimo, em sua terceira frente, analise inicial de processos de
reclamacao, verificando a peticdo inicial e apresentando respostas aos
questionamentos que advém do estudo inicial do tipo de processo, feita
também para a identificacdo automatica de precedentes relacionados.

Considerando as funcionalidades da Maria, cresce uma preocupagao
quanto a sua atuagado, haja vista que, como ja demonstrado ao longo deste

trabalho, houveram decisdes ou acgdes feitas pela inteligéncia artificial em que
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houveram erros. Levando em conta que em todos 0s casos passe por uma
verificagdo humana, antes que comece a surtir efeito, ou que seja inserida no
processo, acredita-se que nao ha margem para problemas, fato este que foi,
inclusive, exasperado pelo ministro Barroso (2024) “Nada do que a gente tem
feito para agilizar a jurisdigcdo dispensa o trabalho e a responsabilidade do juiz”,
porém, como vimos no caso do Juiz Federal do Acre, mesmo havendo esta
premissa, ainda ocorrem erros.

A grande questao maior é a base de dados, que pode ser muito antiga,
com entendimentos que ndo se aplicam mais, serem apontados novamente
pela IA, pois, seu algoritmo seguira a sequéncia légica pelo banco de dados
que receber. Além disso, a Maria ndo é a unica inteligéncia artificial com tais
prerrogativas com elaboragao de textos e sugestdes, na verdade, a sua criagao
foi inspirada em outra |A antecessora, chamada Galileo do Tribunal Regional
da 42 Regido (TRT), no Rio Grande do Sul.

O sistema Galileo veio justamente para otimizar a produ¢ado de minutas
de sentenca no TRT-4, concebido desde 2023, pelo estudo técnico da
Coordenadoria de Desenvolvimento de Sistema da Secretaria de Tecnologia da
Informacdo e Comunicagdes (Setic), integrada como projeto do Laboratério de
Inovacgao do Tribunal Regional do Trabalho da 42 Regiao (Linova).

A |IA é aplicada para a realizagdo de leituras automaticas das peti¢cdes
iniciais e contestagdes, identificando os pedidos e mostrando resumos e
sugestdes de subsidios. A ideia a partir disso € agilizar o processo decisorio,
como também garantir maior padronizagao e seguranca juridica na elaboragao
das sentencas.

De certa forma, o Galileu possui uma certa segurancga no seu uso, pois a
base de dados a ele fornecida foi controlada, ou seja, supervisionada, para que
nao haja tantas intercorréncias. Um ponto importante a se destacar, é que ele
nao analisa provas, nem toma decisdes, apenas gera minutas apresentando
sugestdes de subsidios potenciais, sendo obrigatério a revisdo e avaliagao do
magistrado, respeitando o disposto na antiga Resolugdo n°® 332 do CNJ e
Resolugdo n°® 615 do CNJ, estando ciente, o magistrado de sua possivel
responsabilizacéo.

Trazendo para o contexto dos Tribunais de Justica do Rio Grande do

Sul, em junho de 2025, foi langado diversas inteligéncias artificiais para apoio
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dos servidores e magistrados gauchos, a inteligéncia artificial Gaia, por meio da
Conexdao Gaia, veio diversos sistemas de IA para ajudar desde o
desenvolvimento de minutas, transcricdes de audiéncias, assistente dentro do
sistema eproc, validagdo dos assuntos da peti¢cao inicial no sistema eproc e até
mesmo uma |A desenvolvida para auxiliar o cidadao a entender as sentencgas,
como se fosse um tradutor destas (Tribunal de Justica do Rio Grande do Sul,
2025).

Dentro das IAs mencionadas, seguem abaixo as implementadas e a
funcionalidade de cada uma, conforme apresentado pelo Tribunal de Justiga do
Rio Grande do Sul (Tribunal de Justica do Rio Grande do Sul, 2025):

As oito solugdes em Inteligéncia Artificial apresentadas nesta
quinta-feira (12/06) pelo TJRS foram detalhadas, divididas em quatro
eixos: cidad&o, administrativo, advogado e jurisdicional. [...]
CIDADAO

° GAIA Explica Ai Tché

Traduz textos de sentengas e de acoérddos para linguagem
simplificada, facilitando a compreensdo de decisbes judiciais pelo
jurisdicionado e o cidadao em geral.

ADMINISTRATIVO

° GAIA Salus

Solugédo desenvolvida para atuar no ambito do Programa de Saude
Complementar do TJRS, dentro do sistema Salus. Seu objetivo é
auxiliar na validagdo automatica de documentos apresentados para a
comprovacao de gastos com medicamentos.

° GAIA Copilot

O Copilot ¢ uma solugéo de inteligéncia artificial desenvolvida pela
Microsoft e integrada as ferramentas do Microsoft 365, como Word,
Excel, PowerPoint, Teams e Outlook. Foi projetado para enriquecer a
experiéncia do usuario, oferecendo assisténcia em tempo real e
atividades avangadas, contribuindo diretamente para a produtividade
nas tarefas do dia a dia.

° IA SEI

Solugédo de inteligéncia artificial integrada ao Sistema Eletrénico de
Informacgdes (SEI), com multiplas funcionalidades voltadas a facilitar a
tramitacdo de expedientes e a aumentar a celeridade nas rotinas
administrativas do TJRS.

ADVOGADO

° GAIA Peticao Inicial

A GAIA Validagdo de Assuntos da Petigdo Inicial para OAB e
Operadores do Direito € uma ferramenta ja implantada em setembro
de 2024, que visa a facilitar a distribuicdo do processo na
competéncia adequada, proporcionando um incremento no
procedimento de distribuicdo pela redugcdo de erros na selecao do
assunto tratado de acordo com a Tabela Processual Unificada (TPU),
evitando redistribuicdo e retrabalhos, melhorando a qualidade dos
dados e o consequente aprimoramento da coleta estatistica. Agora,
esta em desenvolvimento um avango nessa solugao, a GAIA Extragao
de Informagdes da Peticao Iniciagcdo. A proposta é que, num segundo
momento, essa funcionalidade seja utilizada para a extragdo de
outros dados, tais como, local de ingresso da agao, rito, area, classe,
valor da causa, etc.
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JURISDICIONAL

° GAIA Minuta IA

Analisa os autos processuais e os modelos de escrita utilizados pelo
magistrado. A partir disso, com apenas um comando, sugere uma
minuta inicial com base exclusivamente nos elementos selecionados.
° GAIA - Assistente eproc

Primeiro agente de IA a integrar a plataforma GAIA. Potencializa a
celeridade na prestacao jurisdicional por meio da aplicacédo de IA,
funcionando como uma assistente incorporado ao eproc (1° e 2°
grau).

° GAIA Audiéncias Inteligentes

Facilita a transcricdo de audiéncias. Resume e destaca pontos
relevantes dos depoimentos.

Levando em conta as |As apresentadas, as que devem se ter mais
cuidado e zelo no momento de seu uso, € a GAIA Minuta, visto que é esta que
sera utilizada no momento das sentengas, porém, como muito bem apontado
pelo Presidente do Tribunal de Justica desembargador Alberto Delgado Neto,
em entrevista publicada no Correio do Povo, por Rodrigo Thiel (2025), a
inteligéncia artificial deve ser vista apenas como uma ferramenta de apoio e

ainda esclareceu demais pontos, conforme destaca-se abaixo:

Jamais poderemos perder o humanismo do processo. Ter uma
ferramenta tecnoldgica a disposicao é 6timo, mas é ferramenta. Com
ela, estamos colocando o poder judiciario do RS no patamar mais alto
da era tecnolégica tratando-se de servigo publico. Estamos
entregando ferramentas que vao possibilitar uma aceleragdo na
producéo de decisbes, mas mantendo a seguranga do magistrado no
que diz respeito a humanizagao do processo, com todos os requisitos
éticos de respeito a seguranca dos dados que estdo sendo

trabalhados (Thiel, 2025).

Nesse sentido, como foi analisado até aqui, ha diversas questbes que
rondam o uso da inteligéncia artificial no poder judiciario como um todo, nao
estamos em plena seguranca juridica com o0 uso desta, pois ndo sabemos o
que ela pode filtrar por sua base de dados e como o seu algoritmo funcionara a
partir das informacdes e da problematica.

Ha4, ainda, um limbo a ser superado, pois mesmo que se trate de uma
6tima ferramenta de auxilio, ela ndo pode funcionar sozinha, pois como ja
mencionado ao decorrer do trabalho, seu raciocinio ndo comporta a
subjetividade, tanto que ocorrem erros como o caso do Smart Sampa, onde por
um detalhe significativo, como a cor da pele, o qual a IA ndo se atentou,
gerando um prejuizo na vida de um cidadao, mesmo com pessoas “revisando”,

no caso os policiais (Mengue, 2025).
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Sendo assim, mesmo que as inteligéncias machine learning criem os,
por assim dizer, esbocos da sentenca, a intervencdo humana sera necessaria
para que ndo causem esses constrangimentos as pessoas que forem procurar
o sistema judiciario em busca de seus direitos. Os principios basilares devem
ser observados mantendo o devido processo legal, ampla defesa e dignidade
da pessoa humana, mantendo a igualdade de todos, n&do permitindo que os
algoritmos causem mais discriminagdées (Nunes; Marques, 2018, p.10-11).

No Brasil, ainda ndo ha uma lei para a regulamentacao das inteligéncias
artificiais, apenas um Projeto de Lei n.° 2338, advindo do ano 2023, o qual
ainda esta em discussado, contando ja com 244 emendas em seu texto, o que
de certa forma traz alguns questionamentos quanto o quéo atual ela estar3,
haja vista que a IA se desenvolve de uma maneira exponencial, podendo a Lei,
como muitas vezes ocorre no nosso sistema juridico ja entrar em vigéncia
desatualizada.

Entretanto, vale a pena destacar que nos arts.1° e 2°, do Projeto de Lei
n.° 2.338/2023, dispde justamente da protecao dos direitos fundamentais e dos
fundamentos da inteligéncia artificial (Brasil, Projeto de Lei 2.338, 2023).

Art. 1° Esta Lei estabelece normas gerais de carater nacional para o
desenvolvimento, implementagdo e uso responsavel de sistemas de
inteligéncia artificial (IA) no Brasil, com o objetivo de proteger os
direitos fundamentais e garantir a implementacdo de sistemas

seguros e confiaveis, em beneficio da pessoa humana, do regime
democrético e do desenvolvimento cientifico e tecnoldgico.

Art. 2° O desenvolvimento, a implementagao e o uso de sistemas de
inteligéncia artificial no Brasil ttm como fundamentos:

| — a centralidade da pessoa humana;

Il — o respeito aos direitos humanos e aos valores democraticos;

IIl — o livre desenvolvimento da personalidade;

IV — a protegdo ao meio ambiente e o desenvolvimento sustentavel;

V — a igualdade, a nao discriminagéo, a pluralidade e o respeito aos
direitos trabalhistas;

VI — o desenvolvimento tecnoldgico e a inovagao;

VIl — a livre iniciativa, a livre concorréncia e a defesa do consumidor;
VIll — a privacidade, a protegdao de dados e a autodeterminagao
informativa;

IX — a promocédo da pesquisa e do desenvolvimento com a finalidade
de estimular a inovagao nos setores produtivos e no poder publico; e
X — 0 acesso a informagao e a educagéo, e a conscientizagdo sobre
os sistemas de inteligéncia artificial e suas aplicagbes.

Atualmente, desde margo de 2025, a lei encontra-se em tramitacdo na

Camara dos Deputados, onde sera discutida e votada em uma Comissao
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Especial (Senado, 2023).

Deixando claro que o advento dessas novas tecnologias € para o
beneficio das pessoas e do regime democratico.

Sendo assim, considerando a problematica quanto ao uso da inteligéncia
artificial, cabe ao Poder Publico a regulamentacédo efetiva para essa tecnologia
em solo brasileiro, bem como as diretrizes a serem seguidas pelos Tribunais,
mesmo que o Conselho Nacional de Justica tenha formulado as Resolugdes
para este fim, ainda ha margem para erros, pois nao ha a limitagdo constituida
a nivel federal, permitindo que a populacdo, que sao os destinatarios e os
interessados nas decisdes, lidem com o resultado deste cenario, muitas das
vezes sem nem mesmo saber que a sua sentenga possuiu a intervengao de
uma IA, infringindo os seus direitos e nado respeitando a transparéncia que o

Poder Publico deve possuir.
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3 DECISOES JURIDICAS E INTELIGENCIA ARTIFICIAL VS PRINCIPIOS
CONSTITUCIONAIS

No sistema juridico brasileiro, as sentengas judiciais possuem alguns
elementos essenciais para serem considerados efetivamente validos, conforme
dispbe o artigo 489 do Codigo de Processo Civil de 2015 (Brasil, 2015).

Art. 489. Sao elementos essenciais da sentenca:

| - o relatério, que contera os nomes das partes, a identificacdo do
caso, com a suma do pedido e da contestacdo, e o registro das
principais ocorréncias havidas no andamento do processo;

Il - os fundamentos, em que o juiz analisara as questdes de fato e de
direito;

Il - o dispositivo, em que o juiz resolvera as questdes principais que
as partes Ihe submeterem.

[..]

Além dos elementos elencados acima, ainda do mesmo artigo, as
decisbes interlocutdrias, sentengas e acoérddaos, que nado fundamentar
adequadamente os seus motivos de convicgdo, conforme segue a continuagao

do referido artigo:

[...]

§ 1° Nao se considera fundamentada qualquer decisao judicial, seja
ela interlocutdria, sentencga ou acérdao, que:

| - se limitar a indicagdo, a reproducdo ou a parafrase de ato
normativo, sem explicar sua relagdo com a causa ou a questado
decidida;

Il - empregar conceitos juridicos indeterminados, sem explicar o
motivo concreto de sua incidéncia no caso;

lll - invocar motivos que se prestariam a justificar qualquer outra
decisao;

IV - ndo enfrentar todos os argumentos deduzidos no processo
capazes de, em tese, infirmar a conclusédo adotada pelo julgador;

V - se limitar a invocar precedente ou enunciado de sumula, sem
identificar seus fundamentos determinantes nem demonstrar que o
caso sob julgamento se ajusta aqueles fundamentos;

VI - deixar de seguir enunciado de sumula, jurisprudéncia ou
precedente invocado pela parte, sem demonstrar a existéncia de
distingdo no caso em julgamento ou a superagéo do entendimento.

§ 2° No caso de colisdo entre normas, o juiz deve justificar o objeto e
os critérios gerais da ponderacdo efetuada, enunciando as razdes
que autorizam a interferéncia na norma afastada e as premissas

faticas que fundamentam a conclusao. (Brasil, 2015)

Nesse sentido, conforme vimos no capitulo anterior, ha ja inteligéncias

artificiais capazes de realizar minutas de sentencas juridicas, sendo estas tanto
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de mérito ou ndo, porém conforme regulam as Resolu¢gdes n°® 332 do CNJ,
posteriormente alterada pela Resolugdo n° 615 do CNJ, elas devem ser
revisadas pela mao de obra humana, sob pena responsabilizacdo do
magistrado.

Além desses cuidados ja mencionados, € necessario que haja a devida
observancia de principios basicos do direito, quais sejam principio da dignidade
da pessoa humana, principio da igualdade, principio da razoabilidade e
principio do devido processo legal, os quais serdo discutidos nos proximos
titulos, bem como demonstrando a sua aplicacdo nas decisdes, como também

como ficaria a inteligéncia artificial nesse processo.

3.1 Principio da dignidade da pessoa humana

Incialmente, cabe conceituar o que seria a dignidade da pessoa humana,
qual seja um direito inerente a todos os seres humanos, pelo simples fato de
serem humanos, devendo o Estado e os demais da sociedade respeita-los.

Conforme apresenta Sarlet (1998), no final do século XVIII, ha o marco
da consolidagao quanto aos direitos humanos, pela Declaragao dos Direitos do
Homem, sendo um marco de luta contra os abusos estatais e reconheceu a
liberdade como sendo parte da esséncia humana. Apds, com acontecimentos
do século XX, os quais remontam o conflito de 1939-1945, em especial as
atrocidades realizadas com as pessoas ha época pelas tropas nazistas,
mostraram que a simples legalidade ndo era suficiente para proteger a
dignidade das pessoas (Sarlet, 1998, p.84-94).

Em razdo deste cenario, apés a Segunda Guerra Mundial, que a
Declaragao Universal dos Direitos Humanos (DUDH), de 10 de dezembro de
1948, reafirmou a dignidade da pessoa como um valor central, tornando-se um
principio norteador, o qual é referéncia para sistemas juridicos modernos e
inspiragao para diversas constituigdes ao redor do mundo (ONU, 2020).

A DUDH trouxe diversos artigos nos quais constam os direitos minimos
0S quais as pessoas deveriam ter, os quais sao inalienaveis e fundamentos da
liberdade, da justica e paz no mundo, conforme preceitua em seu predmbulo.
Além disso, em seu primeiro artigo deixa claro a quem sao direcionados esses

conforme se verifica abaixo:
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Artigo 1

Todos os seres humanos nascem livres e iguais em dignidade e
direitos. Sdo dotados de razéo e consciéncia e devem agir em relagao
uns aos outros com espirito de fraternidade.

Nesse sentido, é possivel verificar que basta ser humano e nascer para

ser titular de direitos pela Declaragdo Universal dos Direitos Humanos.

Seguindo nessa mesma linha, destaca-se seus artigos subsequentes, que

trazem os direitos minimos a estes humanos, conforme segue (UNIC Rio,

2025, p. 4-5):

Artigo 2

1. Todo ser humano tem capacidade para gozar os direitos e as
liberdades estabelecidos nesta Declaragdo, sem distincdo de
qualquer espécie, seja de raga, cor, sexo, lingua, religido, opiniao
politica ou de outra natureza, origem nacional ou social, riqueza,
nascimento, ou qualquer outra condigao.

2. Nao sera também feita nenhuma distingdo fundada na condigao
politica, juridica ou internacional do pais ou territério a que pertenga
uma pessoa, quer se trate de um territério independente, sob tutela,
sem governo proprio, quer sujeito a qualquer outra limitagdo de
soberania.

Artigo 3
Todo ser humano tem direito a vida, a liberdade e a seguranca
pessoal.

Além dos direitos basicos acima demonstrados, trouxe também

disposicdes quanto aos direitos legais que as pessoas tém, quais sejam (UNIC

Rio, 2025, p. 6):

Artigo 6
Todo ser humano tem o direito de ser, em todos os lugares,
reconhecido como pessoa perante a lei.

Artigo 7

Todos sao iguais perante a lei e tém direito, sem qualquer distin¢éo, a
igual protecdo da lei. Todos tém direito a igual protecdo contra
qualquer discriminagdo que viole a presente Declaragdo e contra
qualquer incitamento a tal discriminagao.

Artigo 8

Todo ser humano tem direito a receber dos tribunais nacionais
competentes remédio efetivo para os atos que violem os direitos
fundamentais que Ihe sejam reconhecidos pela constituicdo ou pela
lei.

Nesse contexto, verifica-se a implementacdo da DUDH no Brasil por

meio da Constituicdo de 1988, também conhecida como Carta Magna ou
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Constituicdo Cidada, onde houve a ratificagdo e incorporagdo por meio de
principios fundamentais na Constituicdo Federal, com o propédsito de garantir a
todas as pessoas direitos como educacdo, saude, alimentagdo, moradia,
trabalho, segurancga, transporte e lazer, a qual comemorou 75 anos da sua
implementagdo em 2023 (Tribunal Regional Eleitoral do Parana, 2023).
Consagrando tais fatos, podemos verificar que na Constituicdo Federal,
em seu artigo 1°, inciso lll, possui como principio fundamental a dignidade da
pessoa humana, o qual é instituido para todos os entes da Republica
Federativa do Brasil, conforme segue (Brasil, Constituicdo Federal, 1988):
Art. 1° A Republica Federativa do Brasil, formada pela unido
indissoluvel dos Estados e Municipios e do Distrito Federal,

constitui-se em Estado Democratico de Direito e tem como
fundamentos:

]

Il - a dignidade da pessoa humana;

[.]

No entanto, o que foi apresentado até aqui tem relacdo com a
inteligéncia artificial? Conforme verificado no capitulo anterior, a inteligéncia
artificial depende dos dados de entrada (input), calculados com base nos
algoritmos programados, gerando a saida do dado (output) solicitado.

Nesse contexto, esclarece Nunes e Marques (2018, p.5), os
mecanismos da inteligéncia artificial funcionam a partir de modelos, o que nada
mais sao do que representagdes simplificadas da realidade, no caso de
sentencgas, da realidade da sua época. Essa caracteristica, implica que sempre
havera pontos cegos nos algoritmos (blindspots), pois a selegdao de
informacgdes reflete necessariamente a subjetividade de quem os cria. Esses
blindspots podem ser inofensivos em alguns casos, mas, em outros, geram
distor¢des significativas nas respostas fornecidas pelo sistema, prejudicando a
sua precisao, como também o direito da pessoa nos casos das decisdes.

Além disso, a qualidade dos dados utilizados é o fator determinante na
confiabilidade dos resultados obtidos. Ou seja, dados extraidos em grande
escala da internet, por exemplo, sdo muitas vezes imprecisos, incompletos ou
enviesados, comprometendo a decisdo da maquina (Nunes; Marques, 2018,
p.5).

Nesse sentido, destaca-se casos como o do software COMPAS, utilizado
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nos Estados Unidos para avaliar a reincidéncia criminal, revelam como
algoritmos podem produzir resultados discriminatérios contra populagdes
vulneraveis, perpetuando desigualdades sociais sob a aparéncia de uma falsa
neutralidade técnica, criando um desrespeito ao principio da dignidade da
pessoa humana (Nunes; Marques, 2018, p.6).

Conforme apontado no capitulo anterior, vimos alguns casos de erro
pela inteligéncia artificial, como os casos ocorridos pelo Smart Sampa, que
apesar de que, em tese, possui a verificagdo humana, ainda houveram prisdes
injustas realizadas, apenas pela pessoa ser negra. Se houvesse melhor
observancia dos principios da dignidade da pessoa humana, talvez tais
injusticas nao teriam se tornado tao traumatizantes aos afetados. Erros podem
ocorrer, porém podemos minimiza-los por outros meios.

Agora levando para o cenario das sentengas, inegavel que se torna
muito mais célere a utilizacdo da IA na produgcédo de minutas, mas agora, caso
nao observadas com o devido zelo, quantos direitos cerceados podem ocorrer
nesse sentido, por mais que tenham as Resolugbes do CNJ no sentido de
garantir a penalizagdo em casos de erro, quantos podem ocorrer que
passariam despercebidos.

Conforme antes demonstrado pela DUDH, em seu artigo 7° “Todos sdo
iguais perante a lei e tém direito, sem qualquer distingdo, a igual prote¢do da
lei. Todos tém direito a igual protegcdo contra qualquer discriminagé&o que viole a
presente Declaragdo e contra qualquer incitamento a tal discrimina¢ao”, tal fato
resta consolidado na Carta Magna em seu artigo 5° e demais incisos, conforme

segue (Brasil, Constituicao Federal, 1988):

Art. 5° Todos sado iguais perante a lei, sem distingdo de qualquer
natureza, garantindo-se aos brasileiros e aos estrangeiros residentes
no Pais a inviolabilidade do direito a vida, a liberdade, a igualdade, a
seguranga e a propriedade, nos termos seguintes:

| - homens e mulheres sdo iguais em direitos e obrigagbes, nos
termos desta Constituigao;

Il - ninguém sera obrigado a fazer ou deixar de fazer alguma coisa
senao em virtude de lei;

XXXV - a lei ndo excluira da apreciagdo do Poder Judiciario lesdo ou
ameaca a direito;

Ou seja, as decisdes que nao atendam a tais principios, os quais estao

assegurados na Constituicdo Federal de 1988 e na Declaragao Universal dos
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Direitos Humanos, estaria claramente infringindo o principio da dignidade da
pessoa humana, nao devendo, por consequéncia, ser declarada como valida.

Em que pese haja como recorrer da sentenga em grau superior, em
alguns casos a avaliagao da admissibilidade de alguns tipos de recursos é feito
por inteligéncia artificial, podendo manter o cerceamento da defesa pela
pessoa, como é o caso da VictorlA que avalia a admissibilidade nos casos de
repercussao geral.

Em suma, o uso da inteligéncia artificial € vantajosa, mas preocupa
quanto aos direitos das pessoas, se serdao de fato observados e protegidos,
atendendo os principios da dignidade da pessoa humana, ndo martirizando e
discriminando ainda mais pessoas que ja sofrem no seu cotidiano, n&o

precisando passar por isso também quando forem buscar os seus direitos.

3.2 Principio da igualdade

Primeiramente, € necessario compreender o conceito de igualdade, a
ideia de igualdade esteve, geralmente, ligada ao conceito de justiga, sendo um
dos pilares da democracia desde a Grécia Antiga. Trata-se de um principio
estruturante dos direitos fundamentais e signo essencial da democracia. Com
as revolugdes liberais, firmou-se a ideia de que “todas as pessoas sao iguais
perante a lei” (Abreu, 2015).

Sendo assim, a chamada igualdade perante a lei, traduz-se na aplicagéo
uniforme da norma juridica a todos as pessoas.

Para Abreu (2015), a igualdade formal se enquadra quando:

[...] as normas juridicas devem ser obedecidas; basta a aplicagao da
lei a todos para seu cumprimento, de modo que n&o se exige mais do
que a mera obediéncia as normas juridicas. Ser considerado igual
perante uma determinada lei é ser o destinatario de sua aplicagéo.
Igualdade, pois, significava a prevaléncia de uma lei abstrata e geral,
tipica do estado constitucional de matriz liberal e, portanto, a relagao
de universalidade que identifica uma classe de pessoas na
titularidade dos mesmos direitos. Esse o primeiro significado da
igualdade.

Quanto a igualdade material, superando a concepgao estatica acima
apresentada, surge a ideia de que a igualdade na lei e a igualdade perante o

direito ndo é necessariamente o respeito ao principio da igualdade, motivo pelo
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qual a uniformizacdo da aplicacdo da lei ndo seria 0 caminho mais correto,
surgindo, assim, uma ideia de equidade, motivo pelo qual necessita a
vinculagao do legislador nesta avaliagao.

Nesse sentido explica Abreu (2014, p. 22):

A exigéncia de uniformidade na aplicagdo da lei ndo protege o
cidadao das situagdes de diferenciacdo de classes, de tratamento
diferenciado para determinados setores sociais, dentre outras
discriminagbes eventualmente contidas no proprio texto legal. Leis
gerais e abstratas aplicadas uniformemente podem muito bem
estabelecer privilégios para categorias especificas ou mesmo
diferenciar classes de tratamento de acordo com categorias
subjetivas.

Para ficar mais claro, nesse contexto ainda exemplifica:

Uniformidade na aplicagdo da lei nao significa nada além de
subordinar todos os cidad&os a legislacdo. Ndo ha qualquer garantia,
entretanto, de que esses mesmos cidadaos, submetidos ao império
da lei, ndo sejam discriminados no préprio texto legal. A lei que proibe
pessoas de cabelo ruivo de frequentar determinada via publica pode
muito bem ser aplicada de modo uniforme a todos os ruivos da
sociedade, mas isso n&o respeita (ao contrario, afronta) o
mandamento isondmico. Nao é suficiente, portanto, que a lei seja
aplicada a todos, mas que ela também seja igual para todos, ja que
uma lei arbitraria pode muito bem ser aplicada de modo uniforme.
(Abreu, 2014, p. 22)

Sendo assim, a igualdade assume um carater relacional e dinamico,
devendo o0s iguais ser tratados igualmente, enquanto os desiguais,
desigualmente, na medida da sua desigualdade (equidade). Essa dimensao
material reconhece que faz parte da funcdo do direito atenuar as
desigualdades, legitimando as diferenciagdes proporcionais e fundadas em
critérios objetivos, compativeis com as disposi¢cdes e valores constitucionais
(Abreu, 2015).

Vale a pena destacar, que possui o seu fundamento no artigo 5°, caput,
inciso | e XLI, da CF, que dizem (Brasil, Constituicao Federal, 1988):

Art. 5° Todos sao iguais perante a lei, sem distingdo de qualquer
natureza, garantindo-se aos brasileiros e aos estrangeiros residentes
no Pais a inviolabilidade do direito a vida, a liberdade, a igualdade, a
segurancga e a propriedade, nos termos seguintes:

| - homens e mulheres sdo iguais em direitos e obrigacbes, nos
termos desta Constituicio;

XLI - a lei punira qualquer discriminagao atentatéria dos direitos e
liberdades fundamentais;
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Em suma, a igualdade material ndo significa a aplicagao uniformizada da
lei, mas sim um tratamento proporcional, voltado a realizagdo de justica e a
protecao dos direitos das pessoas de forma mais igualitaria possivel.

Nesse sentido, levando para o contexto da aplicagdo das inteligéncias
artificiais (IA) na tomada de decisdes judiciais levanta certas preocupacgdes
quanto a preservagdao do principio da igualdade, pois os algoritmos sao
alimentados por dados interpretados por humanos, refletindo vieses que
existem na sociedade. Quando esses vieses nao sao identificados, surgem os
chamados “algoritmos enviesados”, que podem perpetuar discriminagdes de
forma disfargada de neutralidade, levando a tratamentos desiguais nas
decisdes proferidas (Roque; Santos, 2020, p. 10-11).

Nesse contexto, segundo cita Ponti (2019) exemplos de softwares que
possuem esses “algoritmos enviesados”, foi no caso de pacientes na area da
saude que desfavoreceram pessoas negras, na ordem de prioridade dos
pacientes para receber atendimento. Nesse caso, foi-se verificado um viés
racial realizado pelo algoritmo do sistema.

Para a garantia da igualdade também, além de outros direitos, tem-se a
preocupagdo com a transparéncia algoritmica, fato este que tem sido
reconhecido internacionalmente, como na Resolu¢ao do Parlamento Europeu
(2017):

Realca o principio da transparéncia, nomeadamente o facto de que
deve ser sempre possivel fundamentar qualquer decisdo tomada com
recurso a inteligéncia artificial que possa ter um impacto substancial
sobre a vida de uma ou mais pessoas; considera que deve ser
sempre possivel reduzir a computagao realizada por sistemas de IA a
uma forma compreensivel para os seres humanos; considera que os
robés avangados deveriam ser dotados de uma «caixa negra» com
dados sobre todas as operagdes realizadas pela maquina, incluindo
0s passos da légica que conduziu a formulagao das suas decisodes;

Ou seja, a Resolugdo mencionada recomenda que as decisdes
automatizadas que impactem na vida das pessoas devem ser compreensiveis
para todos os seres humanos, garantindo uma possibilidade de controle
(accountability) e evitando as discriminagdes implicitas.

No Brasil, a transparéncia dos algoritmos se relaciona diretamente com
os principios constitucionais da publicidade e do devido processo legal,
garantindo que as partes possam exercer plenamente os seus direitos de agao

e contraditorio, além de um julgamento justo, para que tenha igualdade com os
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demais (Roque; Santos, 2020, p.15-16).

Sendo assim, conforme esclarece Nunes e Marques (2018, p. 11) ha
certos riscos na utilizacdo da inteligéncia artificial para fungdes decisorias no
ambito juridico, deixando claro que, embora essas ferramentas possam trazer
beneficios como a maior celeridade e precisdo na organizagao de informacgdes,
bem como na vinculacdo a precedentes, sua aplicacdo para substituir decisdes
humanas podem aprofundar desigualdades ja existentes no sistema judiciario.

Tal fato ocorre porque os algoritmos podem reproduzir os vieses
precedentes nos dados de treinamento ou nos critérios adotados pelos
programas, O que resulta em decisbes potencialmente injustas e
discriminatérias, sem que os usuarios destinatarios destas consigam
compreender ou contestar o raciocinio mascarados nessas decisées (Nunes;
Marques, 2018, p. 9)

Em decorréncia disso, o principio da igualdade é fortemente afetado, ja
que a IA pode acabar por consolidar as diferengas de tratamento entre os
sujeitos que deveriam ser tratados de maneira materialmente isondémica,
questdo esta que apenas os olhos humanos geralmente seriam capazes de
ver, visto que é necessario um olhar sensivel aos casos onde € necessaria a
igualdade material.

Além disso, diferentemente dos juizes humanos, cujas decisdes sao
fundamentadas e passiveis de impugnacdo, os sistemas automatizados
apresentam um carater de “caixa preta”, impossibilitando a plena transparéncia
e dificultando o exercicio de direitos como o contraditério e a ampla defesa. A
recomendacgao do instituto Al Now, da Universidade de Nova York, ressalta que
agéncias publicas ndo devem utilizar sistemas de |A incompreensiveis sem
revisdo, validagao e transparéncia, para que atinja a finalidade de garantir o
respeito ao devido processo legal e a igualdade de tratamento (Nunes;
Marques, 2018, p. 9).

Nesse sentido, destaca-se o texto da referida recomendacgéo:

Agéncias publicas centrais, como as responsaveis pela justica
criminal, saude, educacdo e assisténcia social, ndo devem mais
utilizar 1A e sistemas algoritmicos incompreensiveis (“‘caixa preta”).
Isso inclui a utilizagdo de modelos pré-treinados sem revisdo e
validacao, sistemas de IA autorizados por fornecedores externos e

processos algoritmicos criados internamente em empresas privadas.
O uso de tais sistemas por agéncias publicas fomenta sérias
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preocupagdes quanto ao devido processo e, no minimo, deveria ser
possivel realizar audiéncias publicas, testes e revisdes, bem como
respeitar padrées de accountability (Nunes; Marques, 2018, p. 9).

Assim, é necessario a cautela redobrada no uso das inteligéncias
artificiais na elaboragdo de decisdes, haja vista que esses algoritmos que
acabaram “contaminados” pelos vieses antigos da sociedade, nao podem voltar
a circular, sob pena de um retrocesso juridico e social, visto que traria
novamente questdes que hoje estao relativamente resolvidas.

Um dos vieses que é necessario ter cuidado, €, principalmente, o viés
racial, pois como ja foi possivel verificar, € um que se tende a se repetir
independente do pais, ndo sendo um problema exclusivo do Brasil, pois como
demonstrado ao decorrer deste trabalho, verifica-se que ocorreu no cenario
europeu e americano também.

Sendo assim, evidencia-se que uma regulamentacgéo efetiva quanto ao
uso de IAs nas decisdes juridicas se torna cada vez mais necessaria, apesar
de haver as Resolugbes do CNJ, ainda ha a necessidade de regulamentacéo
quanto aos algoritmos e sua forma de fiscalizagdo, para que haja uma maior
seguranca juridica, bem como melhor observancia dos principios fundamentais,
sendo a observancia do principio da igualdade, tanto formal quanto material,

um deles.

3.3 Principio da Razoabilidade

O principio da razoabilidade, também conhecido como principio da
proibicdo do excesso, atua como um limitador contra os abusos e excessos,
exigindo sempre a escolha pelo meio menos gravoso, porém igualmente eficaz,
para atingir determinada finalidade. Ou seja, busca evitar medidas arbitrarias
ou desnecessarias, garantindo, assim, que a conduta seja adequada e
compativel com o objeto (Oliveira, 2015, p. 196).

Segundo José Afonso da Silva, (2000, p. 347-350), a partir do principio
da razoabilidade € possivel que o Poder Judiciario avalie se os atos do Estado
estdo de fato coerentes com os seus objetivos, ndo se limitando a legalidade
formal.

O principio da razoabilidade tem como esséncia a exigéncia de
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coeréncia entre os meios empregados e a atuacéo final do poder publico. Ele
nasce de um desdobramento do devido processo legal, sendo um limitador dos
poderes legislativo, administrativo e jurisdicional. A finalidade deste principio &
evitar que medidas formalmente validas acarretem em resultados
desproporcionais, comprometendo que o individuo alcance a justicga.

Além disso, possui a previsao Constitucional quanto a duragao razoavel
do processo, bem como a celeridade de tramitagcdo, disposto no artigo 5°,
inciso LXXVIIIl, conforme segue (Brasil, Constituicao Federal, 1988) “LXXVIII - a
todos, no ambito judicial e administrativo, sdo assegurados a razoavel duragao
do processo e 0s meios que garantam a celeridade de sua tramitagdo”.

Ou seja, a tramitagdo do processo deve ser razoavel, garantindo a
celeridade processual, porém nao deixando de ter uma decisdo coerente e
justa ao mesmo tempo.

Nesse sentido, torna-se relevante pensarmos em decisbdes proferidas
por meio de inteligéncia artificial, pois por mais que estas possam processar 0s
dados de forma mais rapida e eficiente, ndo possuem por si s6 a sensibilidade
para aferir se o resultado gerado é razoavel juridicamente e observada a
dignidade da pessoa humana.

Ademais, se uma decisao proferida por IA, por mais que seja célere,
atendendo ao dispositivo constitucional, por outro, a l6gica matematica nao é
capaz de entender a complexidade dos valores humanos envolvidos em cada
caso.

Segundo relata Silva (2000, p. 347-348), a razoabilidade exige que toda
a decisao publica nao seja apenas julgada pela legalidade formal, mas também
pela adequagdo material, ou seja igualdade, de seus efeitos. Isso se aplica
igualmente as decisdes feitas pelas IA, pois mesmo que tecnicamente sejam
coerentes, nao produziriam resultados compativeis com a dignidade da pessoa
humana, a proporcionalidade ou a equidade.

Assim, verifica-se que tal principio também funciona como um regulador,
um parametro de controle, como forma de garantir que a tecnologia nao se
torne um instrumento de decisdes injustas aos cidadaos.

Logo, o principio da razoabilidade é indispensavel para o equilibrio entre
a legalidade e a justica, impedindo que o poder publico, por meio de seus atos,

nao ultrapasse os limites legais, mesmo que queira atingir a celeridade
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processual, o julgamento justo vem primeiro.

No cenario atual, marcado por avangos digitais e tecnoldgicos, além da
adogao de sistemas de inteligéncia artificial no campo juridico, esse principio
assume um papel relevante, visto que a tecnologia pode aperfeicoar a
eficiéncia do direito, mas jamais deve substituir a analise critica humana, ja que
esta tera o olhar humanizado sobre o caso, garantindo a aplicabilidade da
igualdade material, ndo apenas a formal.

Assim, a razoabilidade ndo é apenas um limite, mas um guia para
orientar 0 ndo s6 magistrado na sua decisdo, mas também o legislador, para
que o direito ndo se desvirtue do seu objetivo central, a garantia da justi¢a, ou,
ao menos de um processo justo aos individuos.

Sendo assim, a inteligéncia artificial, deve ser apenas uma ferramenta
de auxilio na formulagdo das decisdes, devendo os magistrados e servidores
sempre conferir os fundamentos das decisbes dispostos, garantindo o devido
processo legal das pessoas, bem como o direito destas quanto a dignidade da
pessoa humana, para que nao sejam lesados pelas desproporcionalidades dos

algoritmos.

3.4 Principio do Devido Processo Legal

O principio do devido processo legal, efetivado pela Constituicao Federal
de 1988, em seu artigo 5° inciso LIV, da CF, que diz “LIV - ninguém sera
privado da liberdade ou de seus bens sem o devido processo legal,”, mas o
que o devido processo legal de fato representa, ou que dizer, como direito das
pessoas?

O devido processo legal permite que os principios vistos anteriormente,
quais sejam da igualdade e da dignidade da pessoa humana, se
perfectibilizem, ou seja, ndo pode ser apenas uma mera exigéncia
procedimental. Ele deve ser compreendido como um principio estruturante do
Estado Democratico de Direito, devendo que tanto o legislador quanto o
administrador respeitem os direitos fundamentais e a igualdade material.
Portanto, a Administragdo e o Judiciario s6 podem editar e aplicar atos validos
se observarem o principio da igualdade material, para que a lei seja justa e

compativel com os valores constitucionais (Figueiredo, 1997, p. 12-14).
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Nesse sentido, conforme explica Figueiredo (1997, p. 9-11), o devido
processo legal assume uma dupla fungdo: 1- formal, assegurando as garantias
processuais como o contraditério e a ampla defesa, constantes na Constituicao
Federal, e 2- material, impondo que a lei seja compativel e que sua
aplicabilidade esteja em consonancia com os principios constitucionais da
cidadania, dignidade da pessoa humana e igualdade. Em suma, s6 ha o devido
processo legal quando a norma ou o ato estatal ndo afronta a Constituigao e os
seus valores fundamentais.

Levando agora para a seara das decisdes proferidas pela inteligéncia
artificial, denota-se que a maior problematica na sua aplicabilidade, é na
tomada de decisbes que necessitam da devida fundamentagao e analise do
direito postulado. A sentenca, no primeiro grau, e o acérdao, no segundo grau,
necessitam da devida fundamentagdo — o qual como ja demonstrado neste
trabalho € um requisito — para que as pessoas possam efetivamente exercer o
seu direito do devido processo legal. Entdo por que essa fundamentacgao é tao
relevante?

A fundamentacdo € onde o magistrado explica e exaspera toda a
matéria, dando os motivos pelos quais fundamentou os seus elementos de
convicgao, por quais provas se fundamentou e levou em consideragao para sua
decisdo. A partir disso, a parte pode verificar o motivo pelo qual o seu direito foi
dado pelo magistrado ou n&o. Quando negativo, € por meio destes
fundamentos que é possivel a interposigdo dos embargos ou de recursos
cabiveis ao caso, efetivando, assim, o principio do devido processo legal a
parte.

Nesse sentido, considerando uma decisao judicial pela IA, destaca-se o
trecho da publicacédo da revista Sequéncias (Siqueira; Morais; Santos, 2022, p.
26):

A aplicabilidade da IA a gestdo de processos/pessoas e ao
funcionamento dos variados tipos de processos eletrénicos nao
enfrenta significativos embaragos se comparada for a sua aplicagao a
tomada de deciséo judicial, que, dentro de um contexto de sistema de
direitos fundamentais, tem de respeitar o devido processo legal e
tantos principios a ele ligados.

O problema da aplicabilidade irrestrita de IA a tomada de decisdo no
contexto do dever analitico de fundamentagédo prevista nos artigos
489, §1°, CPC, e 315, §2°, CPP, da-se em razédo do fato de o
legislador ter procurado concretizar o dever de fundamentagéo
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previsto na constituigdo, tendo como suporte a figura humana do
magistrado.

O detalhamento exigido pelo legislador na fundamentacdo néo foi
pensado na jurisdicdo exercida por maquinas. Tal circunstancia ndo
afasta de imediato a possibilidade de utilizagdo de mecanismos de IA,
com parcimoOnia, na tomada de decisao judicial.

Considerando o exposto até aqui, fica mais clara a preocupacado na
elaboragcdo de sentencas pela IA, essa fundamentacdo € um trabalho
completamente humanizado ao caso, pois examina a minucia de cada caso.

Segundo Siqueira, Morais e Santos (2022, p. 26), ndo é que nao
devemos utilizar a inteligéncia artificial no judiciario, mas em decisdes mais
simples, conforme concluem no artigo publicado na revista Sequéncias da
UFSC:

[...]é possivel, ao menos, que a IA auxilie o Estado-Juiz na sugestao
de minutas padrbes de decisdo, as quais, caso a caso, terao de ser
complementadas para n&o tornar nulo o ato langado pelo julgador.
Ainda que a IA seja mais adequada a despachos repetitivos, decisdes
interlocutdrias  repetitivas, sentencas padrées e decisbdes
monocraticas de relator repetitivas, a exemplo, respectivamente, do
despacho que determina a citagao inicial, da decisio interlocutoria
que determina a penhora on-line de ativos, da sentenca que extingue
0 processo por pagamento ou desisténcia e da decisdo monocratica
de relator que da por prejudicado o agravo, ndo pode a IA estar
apartada da explicabilidade

Nesse contexto, outro debate importante quanto a aplicagdo da IA nas
decisdes judiciais, sem que infrinja a aplicagdo principio do devido processo
legal, é a transparéncia algoritmica, sendo esta indispensavel, pois conforme ja
demonstrado no topico anterior, ja € algo debatido no cenario europeu, mas
que preocupa muito no cenario brasileiro, haja vista que n&o ha como saber se
€ um tratamento individualizado, explicando o passo a passo da decisao.

Conforme preceituava o antigo artigo 18 da Resolugao n°® 332 do CNJ,
0s usuarios externos deveriam ser informados quanto a utilizagao de sistemas
inteligentes nos servigos que recebiam, hoje tal entendimento prossegue no
mesmo sentido pelo art. 33, caput, da Resolugédo n° 615 do CNJ (2025, p. 33):

Art. 33. Os usuarios externos deverao ser informados, de maneira
clara, acessivel e objetiva, sobre a utilizacdo de sistemas baseados
em |A nos servicos que lhes forem prestados, devendo ser
empregada linguagem simples, que possibilite a facil compreenséo
por parte de pessoas nao especializadas.
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Nesse mesmo sentido destaca-se o artigo 33, § 1° e §2°, da Resolugao
n°® 615 do CNJ (2025, p. 34):

§ 1° A informacédo prevista no caput deste artigo devera destacar o
carater consultivo e nao vinculante da proposta de solugao
apresentada pela inteligéncia artificial, a qual sempre sera submetida
a analise e decisao final de uma autoridade competente, que exercera
a supervisao humana sobre o caso.

§ 2° A comunicagao sobre o uso de IA devera ser realizada por meio
de canais adequados, como avisos nos sistemas utilizados, materiais
informativos e guias explicativos, com o intuito de orientar os usuarios
externos sobre o funcionamento, limitagées e objetivos dos sistemas
inteligentes no Judiciério.

§ 3° A comunicagao sobre o eventual uso da IA no texto de decisbes
judiciais sera uma faculdade de seu signatario, observado o disposto
no inciso IV do § 3° e 0 § 6° do art. 19 desta Resolugéo.

§ 4° Os tribunais deverdao disponibilizar periodicamente materiais
educativos que ajudem os usuarios externos a compreenderem o uso
de IA nos processos judiciais, esclarecendo que tais sistemas tém
papel de suporte, sem substituir a autoridade deciséria humana.

Ou seja, para que seja usada a inteligéncia artificial nas decisoes,
precisa haver a comunicag¢ao para orientacdo do funcionamento, como avisos
nos sistemas, o que sem isso se tornaria um cerceamento da defesa das
partes, mesmo que seja uma faculdade do signatario quanto ao uso, tal atitude
nado observaria o devido processo legal, bem como a ampla defesa do
individuo.

Por essas razdes que se discute tanto a transparéncia algoritmica, pois
conforme explica Souza e Poli (2024, p. 159), € uma forma de dar armas a

parte mais vulneravel, exemplificando pelas relacbes de consumo:

O algoritmo é uma realidade social, e, conforme afirmado acima, é
constituido de opacidade e n&o cumpre com o principio da
transparéncia e da informacdo. Quando se assume a posicéo de
consumidor, automaticamente assume-se também uma condigdo de
vulnerabilidade e um dos motivos para que se configure essa
condicdo é pelo fato do consumidor néo ter acesso a informagoes, e,
como os algoritmos estao presentes em tudo o que consumimos,
desde a forma até o objeto e a escolha do fornecedor, esses deveres

anexos estdo sendo violados.

Nesse sentido, se levarmos essa discussao para as decisdes, ndao ha

diferengas, a parte vulneravel, é a que estda em busca de seus direitos, por
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meio da judicializagdo das demandas, pois ja esgotou as outras formas de
resolucdo do seu conflito, ficando sem outras saidas se ndo buscar o Poder
Judiciario.

Assim, como fundamentado até aqui, em todos os principios
mencionados € necessario que haja o devido cuidado no uso da inteligéncia
artificial no judiciario, para que nao infrinja tais conceitos constitucionais
basicos dos postulantes e garanta-se o devido acesso a justica, perante os

meios legais cabiveis.
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4 OS ALGORITMOS DA INTELIGENCIA ARTIFICIAL NAS DECISOES
APLICADAS

As inteligéncias artificiais possuem algoritmos que sdo os responsaveis
pela légica do problema que Ihe é apresentado. Nesse sentido, conforme
transcorrido ao decorrer do trabalho, existem diversas |As que realizam
fungdes dentro do sistema judiciario, como € o caso do Victor, Galileu e Gaia.

Nesse sentido, durante este capitulo sera analisado se ha disponivel ao
publico em geral os algoritmos utilizados nas inteligéncias artificiais
implementadas no judiciario, caso ndo tenha demonstrado o porqué nao ha tal
informacéo.

Além disso, serdo verificadas questées quanto ao julgamento dessas
IAs, os prés e os contras, vantagens e desvantagens na sua aplicacéo,

buscando também mostrar os regramentos aplicados nesse sentido.

4.1 Algoritmos utilizados

Em busca desses algoritmos, ndo ha a disponibilidade destes ao publico
em geral, porém isso ndo quer dizer que estes ndo sado passiveis de alguma
fiscalizacdo. Conforme regulamenta a Resolucdo 615 do CNJ, em seu artigo
1°, §2° e §3° devem se passiveis de monitoramento e auditaveis, para que
seja transparente e para que nao prejudique a eficiéncia ou a credibilidade dos

processos e decisdes judiciais (CNJ, Resolugao 615, 2025, p.4).

§ 2° A auditoria e o monitoramento das solu¢des de IA serdo
realizados com base em critérios proporcionais ao impacto da
solugcdo, garantindo que os sistemas sejam auditdveis ou
monitoraveis de forma pratica e acessivel, sem a obrigatoriedade de
acesso irrestrito ao coédigo-fonte, desde que sejam adotados
mecanismos de transparéncia e controle sobre o uso dos dados e as
decisdes automatizadas.

§ 3° A transparéncia no uso de |A sera promovida por meio de
indicadores claros e relatérios publicos, que informem o uso dessas
solugdes de maneira compreensivel e em linguagem simples,
garantindo que os jurisdicionados tenham ciéncia do uso de IA,
quando aplicavel, sem que isso prejudique a eficiéncia ou
credibilidade dos processos e decisdes judiciais.

Nesse sentido, verifica-se ainda, que o CNJ implementou o portal
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GIT-JUS, o qual é regulamentado pela Portaria CNJ n. 7, de 16 de janeiro de
2020, tornando-se um portal para a inovagao e auxilio no desenvolvimento nos
projetos do judiciario que envolvam a plataforma PJe (Processo Judicial
Eletrénica) e sua base de dados, sendo esta uma comunidade de cdédigo
aberto onde ha a verificagdo das inovagdes nos sistemas judiciais, sendo que
este acesso deve ser feito por prévio cadastro, requerendo-se o acesso de
modo a ser apenas permitido apds se verificar que foi realizada por um servidor
ou magistrado do poder judiciario (CNJ, Portaria CNJ n. 7, 2020).

Além disso, na Resolugcédo 332 do CNJ houve a implementagcdo da
plataforma Sinapses, sendo esta a plataforma nacional para armazenamento e
treinamento supervisionado, controle de versionamento, distribuicao e auditoria
dos modelos de Inteligéncia Artificial (CNJ, Plataforma Sinapses, 2020).

Da mesma forma que ocorre no portal GIT-JUS, para acesso no portal
do Sinapses, segundo o CNJ, & necessario estar vinculado a algum segmento
da justica, podendo ser este Estadual, Federal, Militar, Eleitoral, Tribunal
Superior, Trabalho ou Conselhos, devendo solicitar o acesso a plataforma, bem
como assinar (digitalmente) um termo de sigilo e confidencialidade, no sentido

de néo divulgagéo do codigo-fonte, conforme verifica-se abaixo:

O CONSELHO NACIONAL DE JUSTICA - CNJ, com sede no SAFS,
Quadra 02 - Lotes 05/06, Zona Civico-Administrativa, CEP
70.070-600, Brasilia/DF, inscrito no CNPJ/MF n° 07.421.906/0001-29,
doravante denominado CNJ, representada pelo juiz auxiliar Rafael
Leite Paulo CPF: 036.1199.694-26; RG: 2207496 SSP/PB, doravante
chamado RESPONSAVEL, apresenta o presente TERMO DE SIGILO
E CONFIDENCIALIDADE e, por seu intermédio, o RESPONSAVEL e
o SERVIDOR, ao final indicado, obrigam-se a nao divulgar, sem
autorizagdo do CONSELHO NACIONAL DE JUSTICA - CNJ,
segredos e informagdes confidenciais de sua propriedade, em
conformidade com as seguintes clausulas e condicdes.

Sendo que, na primeira clausula do referido termo, ha a informacgao de
que se trata de um servidor, além do sigilo que este deve ter, ndo podendo tais

informagdes serem divulgadas a pessoas nado autorizadas pelo CNJ.

PRIMEIRA - O RESPONSAVEL reconhece que, com a aceitacdo do
presente termo pelo CNJ, as atividades desenvolvidas pelo
SERVIDOR indicado, passard a ter contato com informagdes
sigilosas. Estas informac¢des devem ser tratadas confidencialmente
sob qualquer condigdo e ndo podem ser divulgadas a quaisquer
pessoas fisica ou juridica ndo autorizadas, sem a expressa



45

autorizacado do CNJ.

§1° As informacdes consideradas sigilosas para o presente TERMO
sdo aquelas de interesse restrito ou confidencial do CNJ, cujo
conhecimento nao pode ser dado a terceiros, em especial:

a) O codigo-fonte do programa de software denominado PJe, bem
como todas as informagdes que a ele se referem e que ndo tenham
sido divulgadas pelo proprio CNJ;

b) O cdédigo-fonte de todos os sistemas que integram a arquitetura em
nuvem do sistema PJe, seus médulos e microsservigos, bem como
todas as informagbes que a eles se referem e que ndo tenham sido
divulgadas pelo préprio CNJ;

c¢) Os algoritmos e/ou modelos de inteligéncia artificial hospedados na
plataforma SINAPSES, bem como todas as informag¢des que a eles
se referem e que n&o tenham sido divulgadas pelo proprio CNJ.

d) Os dados armazenados em arquivos ou bases de dados
disponibilizados pelo CNJ, além de informagdes confidenciais de
escopo negocial, para fins de uso em conjuntos aos softwares,
maédulos, microsservigcos e modelos de inteligéncia artificial.

Sendo assim, ndo ha a informagao quanto aos algoritmos utilizados nas
IAs do judiciario, sendo esta uma informagao, por enquanto, sigilosa, enquanto
o CNJ assim entender.

Entretanto, tal circunstdncia ndo ocorre apenas no Brasil, segundo
Ferrari, Becker e Wolkart (2018, p.2), em 2013 nos Estados Unidos, por meio
do sistema COMPAS (Correctional Offender Management Profiling for
Alternative Sanctions) foi-se calculada a pena de Eric Loomis apés o furto de
um veiculo e escapar furtivamente de um agente de transito, tendo sido
considerado um alto risco para a comunidade.

Apos ter recebido a sua condenagao, Loomis recorreu exigindo acesso
ao codigo-fonte e aos critérios do algoritmo, mas teve seu pleito negado pela
Suprema Corte de Wisconsin, que acolheu o argumento de segredo industrial
da desenvolvedora. A corte afirmou que a sentencga seria a mesma com analise
humana. O recurso final de Loomis a Suprema Corte Americana também foi
rejeitado, mantendo a sentenga e o segredo sobre o funcionamento do
algoritmo (Ferrari, Becker e Wolkart, 2018, p.1).

Conforme o caso apresentado pelos autores, verificamos que tal fato
nao é isolado ao Brasil, mas ocorre também em demais paises, preservando

estes pelo sigilo de seus algoritmos e cédigos.
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4.2 Infringéncia ou nao na dignidade da pessoa humana

Conforme vimos no capitulo anterior, a dignidade da pessoa humana é
um dos principios norteadores do direito, que tem como fundamento a
igualdade entre todos, sem distingdo de qualquer natureza, conforme dispde o
art. 5°, caput, da Constituicdo Federal de 1988 (Constituicdo Federal, 1988).

Além disso, vimos no primeiro capitulo deste trabalho o conceito de
algoritmos, bem como de machine learning (aprendizado de maquina), os quais
agora se correlacionam entre si.

Levando em conta as decisbes tomadas a partir de IAs, as quais sao
feitas por meio de algoritmos programados, esses algoritmos trabalham em
cima dos dados que |he sao fornecidos (inputs) gerando os resultados
(outputs). Mas qual a problematica real neste caso? Sdo os resultados
gerados, pois como ja mencionado, ha a complexidade de vieses escondidos.

Num primeiro espectro, parece que 0s vieses sao 0s Unicos problemas
para o uso das IAs nas decisdes, porém nao € tao simples, segundo Ferrari,
Becker e Wolkart (2018), ha outra quest&o relevante nesse caso, a opacidade.
No inicio deste capitulo, discutimos quanto a liberacdo do cédigo-fonte, o qual,
ja viu-se que nao é possivel, entretanto, tal liberagdo nao resolveria a questao,
ja que, conforme os autores explicam “[...Ja abertura do cdodigo-fonte muitas
vezes ndo auxilia a compreensdo da forma como opera o algoritmo”, ou seja,
uma discussao perdida.

Nesse sentido destaca-se os autores quanto a abertura do cédigo-fonte
(Ferrari, Becker e Wolkart, 2018, p.8):

Isso porque, mesmo tendo acesso ao codigo-fonte, a sua analise é
particularmente inadequada para prever o comportamento de
algoritmos que utilizem machine learning. Como o codigo s6 expde o
método de aprendizado de maquinas usado, e ndo a regra de
decisdo, que emerge automaticamente a partir dos dados especificos
sob analise, o cédigo sozinho comunica muito pouco, remanescendo
a dificuldade de compreender o seu processo deciso6rio36. O
codigo-fonte ¢, portanto, apenas uma parte desse quebra-cabecgas, e
sua divulgacdo ndo é suficiente para demonstrar a assertividade do
processo decisorio.

Ou seja, mesmo que o Poder Judiciario Brasileiro divulgasse o

codigo-fonte, nao resolveria quanto o que se baseou para a decisao, ficando
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vago o caminho do processo decisorio.

Mas qual a relagdo disso com o principio dos direitos humanos? Os
algoritmos por si s6 nao tém preconceitos, mas suas bases podem imprimir tais
preconceitos, mesmo que n&o tenha sido a intencdo do programador, no
entanto, eles irdo gerar de acordo com a sua base.

Nesse sentido, destaca-se o exemplo dados pelos autores para aclarar

tal questao (Ferrari, Becker e Wolkart, 2018, p.9):

De forma semelhante, suponha que determinada empresa sediada no
Brasil automatize as decisdes de contratagdo para altos cargos, com
0 objetivo de escolher pessoas com mais chances de se tornarem
grandes lideres, eventualmente CEOs. Em que lugar os algoritmos
vao buscar as informagdes necessarias para desenhar o perfil
pretendido? Com certeza, nos lideres e CEOs da atualidade,
majoritariamente homens, brancos e de meia-idade. A tendéncia,
entdo, é a de que as sugestdes para a contratagdo provindas do
software reflitam circunstancias do passado, que levaram esse perfil a
cargos de destaque, e as projetem para o futuro, dificultando o
acesso de novos grupos, como mulheres e negros. Perceba que
nessa situagdo, ndo ha incorre¢do nos dados que alimentam o
aprendizado de maquinas, entretanto, as consequéncias produzidas a
partir da decisdo automatizada terao efeito discriminatério.

Algoritmos aprendem pelo exemplo. Se os dados aos quais expostos
refletirem o preconceito (consciente ou inconscientemente) presente
na sociedade, as decisGes dai derivadas irdo refleti-lo e refor¢a-lo46.
“Garbage in, garbage out” (“lixo entra, lixo sai”), como diz o aforismo
repetido por programadores.

Conforme relata os autores Ferrari, Becker e Wolkart (2018), pelo que os
cientistas da area informam, ha como realizar a aplicacdo de filtros que
impegam esses resultados discriminatorios, para que os algoritmos considerem
atributos sensiveis, como etnia, género e orientacdo sexual. No entanto,
destaca os autores que mesmo com a aplicagao de tais filtros, ainda poderia o
algoritmo fazer outras relagbes que causariam o mesmo resultado, de acordo
com o que dizem os autores “[..]Mesmo inocentes preferéncias alimenticias
poderiam destacar grupos vulneraveis”.

Sendo assim, € de extrema necessidade a observancia ndo s6 do
principio da dignidade da pessoa humana na hora de verificar as decisdes
feitas, como também garantir a efetivagcdo do antigo art. 7°, da Resolugédo 332
do CNJ, hoje corroborado pelo art. 19, inciso Il, da Resolugéo n° 615 do CNJ,
conforme segue abaixo (CNJ, Resolug¢ao 332, 2020, p.5):
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Art. 7° As decisbes judiciais apoiadas em ferramentas de Inteligéncia
Artificial devem preservar a igualdade, a n&o discriminagdo, a
pluralidade e a solidariedade, auxiliando no julgamento justo, com
criagdo de condi¢cdes que visem eliminar ou minimizar a opresséo, a
marginalizagdo do ser humano e os erros de julgamento decorrentes
de preconceitos.

Ademais, a antiga Resolugao 332 do CNJ (2020) mencionada, traz ainda
punicbes, como medidas corretivas em caso de vieses discriminatorios, as
quais, caso nao eliminados, implicara na descontinuidade da inteligéncia
artificial, hoje regrado pelo art. 8, da Resolugdo n° 615 do CNJ, dispde,
acrescentando, ainda, que a inteligéncia artificial saia da plataforma Sinapses,
como uma de suas formas de controle, conforme segue (CNJ, Resolugéo 615,
2025, p. 14):

Art. 8° Os produtos gerados pela inteligéncia artificial para suporte as
decisdes judiciais deverao preservar a igualdade, a ndo discriminagao
abusiva ou ilicita e a pluralidade, assegurando que os sistemas de IA
auxiliem no julgamento justo e contribuam para eliminar ou minimizar
a marginalizagdo do ser humano e os erros de julgamento
decorrentes de preconceitos

§ 1° Deveréo ser implementadas medidas preventivas para evitar o
surgimento de vieses discriminatérios, incluindo a validagao continua
das solugdes de IA e a auditoria ou monitoramento de suas decisdes
ao longo de todo o ciclo de vida da aplicacdo, para garantir que as
solugdes de IA continuem em conformidade com os principios da
igualdade, pluralidade e nao discriminagao, com relatérios periddicos
que avaliem o impacto das solu¢des no julgamento justo, imparcial e
eficiente.

§ 2° Verificado viés discriminatdrio ou incompatibilidade da solugéo de
inteligéncia artificial com os principios previstos nesta Resolugao,
deverao ser adotadas as medidas corretivas necessarias, incluindo a
suspensao temporaria (imediata ou programada), a corre¢do ou, se
necessario, a eliminacao definitiva da solugédo ou de seu viés.

§ 3° Caso se constate a impossibilidade de eliminacdo do viés
discriminatério, a solugdo de inteligéncia artificial devera ser
descontinuada, com o consequente cancelamento do registro de seu
projeto no Sinapses, e relatério das medidas adotadas e das razdes
que justificaram a decisdo, que podera ser submetido a analise
independente para realizagéo de estudos, se for o caso.

Sendo assim, ja ha previsdo quanto a medidas que devem ser tomadas
para que os principios fundamentais ndo sejam descumpridos, mas ainda é
possivel ver que ha um longo caminho a se percorrer para que nao ocorra mais

problemas discriminatérios pela IA.
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4.3 Do julgamento justo ou nao

Esse trabalho, até aqui, vem discorrendo questdes que preocupam no
momento da utilizagdo da |A para uma decisao juridica, porém até o momento
nao trouxe o ponto principal ao destinatario final desse tipo de deciséo, qual
seja se da decisdo proferida por inteligéncia artificial provém um julgamento
justo ou néo?

Como tudo no direito, a resposta desse questionamento € um depende.
Conforme se debateu até aqui, de fato a IA auxilia muito na producdo de uma
sentenga, todavia, ndo ha como garantir uma decisdo justa de uma decisdo
proferida unica e exclusivamente de inteligéncia artificial.

Segundo a antiga Resolugdo n° 332 do CNJ, no capitulo que trata da
“‘Da Publicidade e Transparéncia”, no artigo 8°, IV, da referida Resolugéo, diz
que qualquer proposta de decisdo, principalmente as de natureza juridica, que
a |IA fornega uma explicagao satisfatéria e que possa passar por auditoria por
autoridade humana. Ou seja, as decisbes que tenham envolvimento com a
inteligéncia artificial n&do serdo simplesmente disponibilizadas sem antes
conferéncia (CNJ, Resolugao 332, 2020, p. 5-6).

As questdes apontadas acima, foram abragadas pela Resolugcdo n® 615
do CNJ, ampliando ainda mais o rigor quanto as auditorias que devem ser
realizadas, delimitando, inclusive, questdes relativas a acesso, tendo sido
criado um capitulo exclusivo para tal, Capitulo Xl “Da auditoria e
monitoramento”, sendo do art. 39 ao art. 42, havendo até sobre a prestagao de
contas (CNJ, Resolugao 615, 2025, p. 36-38).

As Resolugdes do CNJ, tanto a antiga Resolugéo 332 (2020), como a
Resolugdo 615 (2025), ambas trouxeram muito forte a questdo de auditoria e
uso de fontes seguras. Entretanto como vimos no primeiro capitulo deste
trabalho, pela informacao dada em entrevista com o CNJ (2024), sobre o uso
das inteligéncias artificiais, foi dito que utilizavam inteligéncias como ChatGPT,
Copilot e Gemini, sendo assim, ndo ha como garantir a auditoria dessas
decisbes, haja vista que as fontes ndo sédo controladas como dispde as
resolucoes.

Conforme verifica-se no texto da Resolugao n°® 615 do CNJ, ndo estao

sendo cumpridas algumas de suas determinagdes, conforme segue (CNJ,
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Resolugdo 615, 2025, p. 29):

Art. 26. Os dados utilizados no processo de desenvolvimento de
solugdes de inteligéncia artificial deverao ser preferencialmente
provenientes de fontes publicas ou governamentais, e serdo objeto de
curadoria de qualidade, particularmente quando desenvolvidos
internamente, e em qualquer caso, respeitando as diretrizes da Lei
Geral de Protecado de Dados Pessoais.

§ 1° Consideram-se fontes seguras para a obtencdo de dados
aquelas que possuam mecanismos de validagdo e curadoria de
dados, garantindo a sua precisdo, equilibrio, integridade e
confiabilidade. Quando dados de fontes n&o governamentais forem
utilizados, devera ser realizada uma verificagéo rigorosa da qualidade
e segurancga dos dados.

[.]

Art. 27. O sistema devera impedir que os dados recebidos sejam
alterados antes de sua utilizagcdo no fluxo de desenvolvimento de
solugdes de inteligéncia artificial, por meio de mecanismos de
controle de versdes, tokens e registros para auditoria e
monitoramento que garantam a integridade e rastreabilidade dos
dados.

[..]

Art. 28. O armazenamento e a execugao das solugdes de inteligéncia
artificial, operadas em datacenters préprios, provedores de servigo de
nuvem ou por meio de APIs (interfaces de programagéo de
aplicagbes), devem garantir o isolamento dos dados compartilhados
pelo tribunal, utilizando mecanismos de seguranca adequados, como
criptografia e segregacédo de ambientes.

No mesmo sentido, destaca-se trechos da Resolugéo 615 do CNJ, onde

verifica-se as mesmas questdes (CNJ, Resolugéo 615, 2025, p.5):

Art. 2° O desenvolvimento, a governanga, a auditoria, o
monitoramento e o0 uso responsavel de solugdes de IA pelo Poder
Judiciario tém como fundamentos:

[...]

IX — a curadoria dos dados usados no desenvolvimento e no
aprimoramento de inteligéncia artificial, adotando fontes de dados
seguras, rastreaveis e auditaveis, preferencialmente governamentais,
permitida a contratagdo de fontes privadas, desde que atendam aos
requisitos de seguranga e auditabilidade estabelecidos nesta
Resolugdo ou pelo Comité Nacional de Inteligéncia Artificial do

Judiciério;

[...]

Xl — a garantia da seguranga da informagdo e da seguranga
cibernética; e

Xl — a transparéncia dos relatérios de auditoria, de avaliagdo de

impacto algoritmico e monitoramento.

Nesse contexto, verifica-se que ha falhas quanto a auditoria das

informacgdes constantes nas decisdes, motivo pelo qual, segue indispensavel o



51

monitoramento humano, para que tais questbes nido escapem e possam ser
minimizados os estragos que podem ser causados aos destinatarios finais.

Vale ressaltar que ha uma preocupacdo com o destinatario final, na
observancia dos seus direitos, instituindo a Resolugao 615 do CNJ, vedagdes
ao uso das solugdes pelo Poder Judiciario, senao vejamos (CNJ, 615, 2025, p.
12):

Art. 10. Sao vedados ao Poder Judiciario, por acarretarem risco
excessivo a seguranga da informacgao, aos direitos fundamentais dos
cidadaos ou a independéncia dos magistrados, o desenvolvimento e a
utilizagao de solugdes:

| — que nao possibilitem a revisdo humana dos resultados propostos
ao longo de seu ciclo de treinamento, desenvolvimento e uso, ou que
gerem dependéncia absoluta do usuario em relagdo ao resultado
proposto, sem possibilidade de alteragéo ou reviséao;

Il — que valorem tragcos da personalidade, caracteristicas ou
comportamentos de pessoas naturais ou de grupos de pessoas
naturais, para fins de avaliar ou prever o cometimento de crimes ou a
probabilidade de reiteragdo delitiva na fundamentagdo de decisbes
judiciais, bem como para fins preditivos ou estatisticos com o
proposito de fundamentar decisbes em matéria trabalhista a partir da
formulacao de perfis pessoais;

Il — que classifiguem ou ranqueiem pessoas naturais, com base no
seu comportamento ou situagdo social ou ainda em atributos da sua
personalidade, para a avaliagdo da plausibilidade de seus direitos,
méritos judiciais ou testemunhos; e

IV — a identificacdo e a autenticacdo de padrbes biométricos para o
reconhecimento de emogdes.

Sendo assim, verifica-se que ha a preocupagao quando
minimizar a possibilidade de qualquer viés, bem como a descontinuagdo no
caso de descumprimento da IA em qualquer das vedagdes acima referidas,
conforme continua o artigo abaixo (CNJ, Resolugédo 615, 2025, p. 12):

§ 1° Os tribunais deverdo implementar mecanismos de
monitoramento continuo para garantr o cumprimento dessas
vedagdes e monitorar o desenvolvimento de solugbes de IA a fim de
prevenir 0 uso inadvertido das tecnologias proibidas.

§ 2° Qualquer solugéo de IA que, ao longo de seu uso, se enquadrar
nas vedacbes deste artigo, devera ser descontinuada, com registro no
Sinapses das razdes e providéncias adotadas, para analise pelo
Comité Nacional de Inteligéncia Artificial do Judiciario, com fins de
buscar prevenir outros casos.

Levando em conta o questionamento desse topico, ndao ha a garantia
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concreta de um julgamento 100%, fato este que sequer ocorreria se realizado
por um humano, porém denota-se a tentativa de controlar para que seja da
melhor forma executado, por mais que comportem falhas que devam ser

ajustadas.

44 Do uso das inteligéncias artificiais e os danos que podem ser

causados

As inteligéncias artificiais podem causar inumeros danos ao proferir uma
decisdo, quando se ha o julgamento de um processo, estamos falando de um
direito de uma pessoa real, motivo pelo qual ha a necessidade de um alto grau
de cuidado, alias, por isso que no art. 143, | e Il, do CPC verifica-se a
responsabilidade civil do juiz nos casos de perdas e danos, por exemplo
(BRASIL, Lein. 13.105, 2015):

Art. 143. O juiz respondera, civil e regressivamente, por perdas e
danos quando:

| - no exercicio de suas fungbes, proceder com dolo ou fraude;

Il - recusar, omitir ou retardar, sem justo motivo, providéncia que deva
ordenar de oficio ou a requerimento da parte.

Nesse contexto, teoricamente, caso uma decisao seja proferida de forma
equivocada, teoricamente o magistrado se responsabiliza por tal dano
decorrente.

Um exemplo disso, foi um caso, dentre tantos outros, de Israel, que foi
preso injustamente por mais de 10 anos, recebendo uma indenizagao de 1,6
milhdes de reais para reparar o dano causado (DPE, 2025).

Conforme o caso apresentado acima, verifica-se que quando ha o dano,
este é reparado, entretanto o interesse ndo € que ocorra o dano, pois 0s
humanos mesmo erram, sendo assim, ndo ha como garantir que os erros pela
IA n&o ocorram.

Vale referir que ha a classificagdo das solugdes dos modelos de IA,
segundo predispde a Resolugédo n° 615 do CNJ (2025, p. 15-16), sendo que
esta dispde classificagdes de baixo ou alto risco, sendo que as de alto risco
passam por uma avaliagdo de impacto algoritmico, possibilitando, inclusive o

acompanhamento com acesso aos relatorios, de representante da OAB, do
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Ministério Publico e da Defensoria Publica.

Art. 14. O tribunal desenvolvedor ou contratante devera promover
avaliagdo de impacto algoritmico da solugéo classificada na avaliagdo
como de alto risco, nos termos do art. 11 desta Resolugao.

§ 1° A avaliacdo de impacto algoritmico consistira em processo
continuo e executado conforme as diretrizes técnicas e os requisitos
formulados previamente pelo Comité Nacional de Inteligéncia Artificial
do Judiciario, incluindo auditorias regulares, monitoramento continuo,
revisbes periddicas e a adogdo de agbes corretivas quando
necessario.

§ 2° A elaboracdo da avaliacdo de impacto deve, sempre que
possivel, incluir a participagdo publica, ainda que de maneira
simplificada, e o acompanhamento, com acesso aos relatorios, de
representante da OAB, do Ministério Publico e da Defensoria Publica.

§ 3° As conclusdes da avaliagcao de impacto, incluindo eventuais
agbes corretivas adotadas, serdo publicas e disponibilizadas na
plataforma Sinapses, por meio de relatérios claros e acessiveis, de
forma a permitir o entendimento por magistrados, servidores e o
publico em geral.

Por meio de disposi¢cdes assim, que de certa forma tranquiliza quanto
aos vieses discriminatérios, bem como a opacidade dos algoritmos, pois ha
uma certa observancia, principalmente do CNJ, para o cumprimento de tais
regulamentos, buscando minimizar os danos dos algoritmos aos destinatarios

finais das decisoes.

4.5 Das vantagens e desvantagens do uso da inteligéncia artificial nas

decisoes juridicas

Por fim, ap6s o estudo e apresentagdo das decisdes juridicas por meio
de inteligéncia artificial, bem como sua agao frente aos principios fundamentais
de direito, como também seu funcionamento e questbes controversas,
pensa-se, quais as vantagens e desvantagens do seu uso.

Como tudo na vida, o uso da inteligéncia artificial para as decisbes
juridicas possui dois lados, as vantagens quanto a celeridade processual, o
auxilio na mao de obra dos servidores e a reducio de custos. Todavia, como
vimos ao decorrer do trabalho, ha desvantagens, como a possibilidade de
vieses discriminatérios, danos ao destinatario final, ndo ter a mesma avaliagcéo

humanizada do caso, entre outros.
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Tentando botar em uma balanga, o projeto Victor, do STF, € um 6timo
exemplo de inteligéncia artificial efetiva, que ndo gera graves danos e que
ajuda na tramitacdo e celeridade dos processos, visto que verifica a
repercussao geral dos recursos, algo que um servidor levaria de 40 minutos a 1
hora, o software faz em 5 segundos (Siqueira; Wolowski, 2022, p. 11).

E inegavel que ha uma incomparavel agilidade no processamento e
execugao de tarefas entre a IA e uma pessoa, ndo ha como uma pessoa
superar neste aspecto, o que é um fato.

No entanto, como muito bem ponderado pelos autores Siqueira e
Wolowski (2022, p. 12-13), a inteligéncia artificial ainda n&o possui a expertise
para diversas situagbes, os considerados hard cases, tendo estas a
capacidade para julgar easy cases, com baixa chance que cometa uma
injustica.

Ademais, os casos faceis um dia ja foram casos dificeis, sendo que o
que define isso, pode ser diversos fatores, como econémico ou doutrinario
(Siqueira; Wolowski, 2022, p. 13).

Por esses motivos, explicam os autores a necessidade do pensamento
humano para a avaliagdo dos casos, devendo a inteligéncia artificial ser um
instrumento para a humanidade, conforme destaca-se (Siqueira; Wolowski,
2022, p. 13-14).

[...] € importante salientar que o desenvolvimento da Inteligéncia
Artificial deve ter por objetivo, facilitar as rotinas do ser humano e
assegurar sua soberania a fim de resolver problematicas atuais por
meio de robds que realizam tarefas que podem variar de situacbes
mecanizadas até as mais complexas. Com o intuito de assegurar
essa soberania humana e evitar que o avango da Inteligéncia Artificial
cause um efeito contrario ao esperado, isto é, leve os seres humanos,
sobretudo os mais vulneraveis a miséria, desemprego, inseguranca
de processamento de dados e até mesmo a injustica em uma decisao
judicial. Além disso, preocupagdes como a utilizagdo da Inteligéncia
Artificial para o uso em guerras ou atividades ilicitas devem ser
consideradas a fim de preservar, sobretudo o ser humano pertencente
aos grupos tidos como vulneraveis. H4 uma linha muito ténue entre
dignidade e soberania humana e por mais que seja fascinante o uso
da inteligéncia artificial no processo de julgamento, deve-se preservar
a soberania humano neste processo, pois mais imperfeito que ele
seja, uma vez que a Inteligéncia Artificial ndo é capaz de reproduzir
em totalidade, a inteligéncia humana, ante a complexidade das
atividades cerebrais.

Nesse mesmo sentido, esclarece os aurores, no sentido de que a
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analise hermenéutica pela inteligéncia artificial ainda se encontra muito
distante, motivo pelo qual a intervengcdo humana ainda é imprescindivel, sendo
que pode ser usada como ferramenta de auxilio, sendo muito util para demais

areas, inclusive conforme destaca-se (Siqueira; Wolowski, 2022, p. 14).

Mecanismos tecnoldgicos que ajudem o juiz a captar informagdes
necessarias que auxiliem na sua tomada de decisdo de acordo com o
caso concreto, podem até ser utilizadas, ja que a soberania humana
no ato de julgar esta sendo assegurada. Entretanto, o julgamento sem
qualquer intervengdo humana, com a simples analise cognitiva e
mecanicista da Inteligéncia Artificial acende um alerta as
possibilidades de injusticas e de uma aplicacdo mais positivista da lei,
uma vez que a analise hermenéutica queda-se mais distante. A
singularidade de cada caso judicial e de cada ser humano envolvido
deve ser levado em consideracdo na analise do julgador, uma vez
que a singularidade “é o que distingue um homem de outros, é o que
o torna unico na ontogénese humana. A singularidade é produto da
histéria das condigbes sociais e materiais do homem, a forma como
ele se relaciona com a natureza e com outros homens.”

Além disso, verifica-se que pela Resolugao 615 do CNJ, deixa claro que
nao ha a vinculagdo dos usuarios internos, que no caso s&o o membro,
servidor ou colaborador do Poder Judiciario que desenvolva ou utilize o sistema
inteligente, conforme preceitua o art. 4°, VI, da referida resolugéo, garantindo
que possa realizar corregdes ou ajustes, nao podendo restringir ou substituir a
autoridade final, além de demais autonomias, conforme destaca-se o artigo 32
da referida resolugéo (CNJ, Resolugao do 615, 2025, p. 33):

Art. 32. O sistema inteligente devera assegurar a autonomia dos
usuarios internos, com o uso de modelos que:

| — promovam o incremento da eficiéncia, precisdo e qualidade das
atividades, sem limitar a capacidade de atuagao dos usuarios;

Il — possibilitem a revisdo detalhada do conteudo gerado e dos dados
utilizados para sua elaboragéo, assegurando que os usuarios tenham
acesso as premissas e ao método empregado pela inteligéncia
artificial na sua formulagdo, sem que haja qualquer espécie de
vinculagdo a solugdo apresentada pela inteligéncia artificial e
garantindo-se a possibilidade de corre¢des ou ajustes.

Paragrafo unico. Em nenhum momento o sistema de IA podera

restringir ou substituir a autoridade final dos usuarios internos.

Além disso, como um ponto positivo para a garantia do uso das

Inteligéncias artificiais no direito, verifica-se que ha a disposicdo quanto a
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informagdo aos usuarios externos, quais sejam advogados, defensores
publicos, procuradores, membros do Ministério Publico, peritos, assistentes
técnicos e jurisdicionados em geral, conforme descreve o art. 4°, VI, da referida
resolugcao, sobre a utilizagdo da IA nos servigos prestados, de acordo com o

artigo 33, da resolugdo em questdo (CNJ, Resolugéo do 615, 2025, p. 33-34):

Art. 33. Os usuarios externos deverdo ser informados, de maneira
clara, acessivel e objetiva, sobre a utilizagado de sistemas baseados
em |A nos servicos que lhes forem prestados, devendo ser
empregada linguagem simples, que possibilite a facil compreensao
por parte de pessoas nao especializadas.

§ 1° A informagéao prevista no caput deste artigo devera destacar o
carater consultivo e nao vinculante da proposta de solugao
apresentada pela inteligéncia artificial, a qual sempre sera submetida
a analise e decisao final de uma autoridade competente, que exercera
a supervisao humana sobre o caso.

§ 2° A comunicagédo sobre o uso de |IA devera ser realizada por meio
de canais adequados, como avisos nos sistemas utilizados, materiais
informativos e guias explicativos, com o intuito de orientar os usuarios
externos sobre o funcionamento, limitagées e objetivos dos sistemas
inteligentes no Judiciario.

[..]

§ 4° Os tribunais deverdo disponibilizar periodicamente materiais
educativos que ajudem os usuarios externos a compreenderem o uso
de |IA nos processos judiciais, esclarecendo que tais sistemas tém
papel de suporte, sem substituir a autoridade deciséria humana.

Entretanto, neste mesmo artigo, ha uma brecha no § 3°, trazendo uma
faculdade pelo signatario a informagao no texto das decisdes judiciais, o que
torna um ponto negativo para estas, visto que se torna obscuro ao usuario
externo, dificultando o direito do destinatario da decisao, senédo vejamos (CNJ,
Resolugao do 615, 2025, p. 34), “§ 3° A comunicagédo sobre o eventual uso da
IA no texto de decisbes judiciais serda uma faculdade de seu signatario,
observado o disposto no inciso IV do § 3°e o0 § 6° do art. 19 desta Resolugao’.

Nesse ponto, verifica-se que deveria ser melhor pensado, pois por mais
que, no § 6° do art. 19 da Resolugao 615 do CNJ, referido no trecho apontado
acima, ha a necessidade apenas do registro no sistema interno do tribunal, o
qual informa para “fins de produgdo de estatisticas, monitoramento e eventual
auditoria’, porém cria uma obscuridade ao usuario externo, dificultando e até

mesmo sendo injusta com a parte interessada no processo, por ter uma IA
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externa tendo acesso as suas informacodes, sem que tenha conhecimento de tal
questao (CNJ, Resolucdo do 615, 2025, p. 24).

Sendo assim, por mais que possua vantagens e desvantagens, a
inteligéncia artificial ja esta dentro da sociedade e de nossas casas, sendo um
instrumento no nosso cotidiano, fugir do uso da inteligéncia artificial ndo fara
com que ela suma, s6 fara com que paremos no tempo por ndo saber utiliza-la
da melhor forma.

Portanto, considerando as Resolugdes que ha quanto a inteligéncia
artificial, qual sejam a antiga Resolugédo 332 do CNJ ou a atual Resolugdo 615
do CNJ, verifica-se que ha um cuidado em extrair o melhor que a inteligéncia
artificial tem a oferecer, desde que auditada, monitorada e com fontes seguras,
havendo sempre a supervisdo humana, ou seja, sem perder a soberania
mencionada anteriormente.

Em suma, € necessario nos adaptarmos a inteligéncia artificial no Poder
Judiciario para que possamos usar em decisdes de forma segura, garantindo a
decisdo justa do usuario e a efetividade do servico publico ante as altas

demandas que possui.
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5 CONCLUSAO

O presente estudo se propbs a investigar a influéncia da Inteligéncia
Artificial (IA) e seus algoritmos decisorios nas sentengas e acordaos do sistema
juridico brasileiro, confrontando a busca por eficiéncia e celeridade processual
com a imperatividade dos Direitos e Principios Fundamentais. Para atender a
esse objetivo, a pesquisa foi construida em um percurso analitico e dedutivo.

Inicialmente, no primeiro capitulo dedicou-se a conceptualizacdo da IA
no ambito do Direito, estabelecendo as bases tedricas e conceituais
necessarias para a compreensao de seu funcionamento, de sua evolugéo e
das diferentes formas pelas quais ela se manifesta no ecossistema juridico.

Em seguida, no segundo capitulo, avangou para a analise da aplicagao
pratica e dos beneficios ja incorporados ao Poder Judiciario, evidenciando os
notaveis ganhos em celeridade, organizacdo e gestdo processual que a
tecnologia proporciona. Por fim, o Capitulo 3 abordou o cerne da problematica,
dedicando-se a analise critica dos riscos e desafios que a automagao impde ao
sistema de justiga, focando na questdo dos vieses e da soberania judicial.

A andlise realizada demonstrou que a integracao da Inteligéncia Artificial
na rotina do Poder Judiciario é, de fato, uma realidade consolidada. No entanto,
a principal conclusédo deste estudo é a de que a busca pela eficiéncia e pela
otimizagado do tempo ndo pode, sob nenhuma circunstancia, levar ao sacrificio
dos Principios Constitucionais.

A maior fragilidade dos sistemas algoritmicos reside na sua
incapacidade de se desvencilhar dos vieses inerentes aos dados historicos
com o0s quais sdo alimentados. Ao reproduzir padrées passados, a IA corre o
risco de perpetuar injusticas e infringir a dignidade da pessoa humana, o
principio da igualdade, o principio da razoabilidade e o principio do devido
processo legal.

A complexidade e a subjetividade inerentes a um julgamento justo,
especialmente nos hard cases, demandam uma analise ética e humanizada
que a logica estatistica pura € incapaz de replicar. A potencializagao de vieses
algoritmicos € um risco concreto.

Por exemplo, o notoério caso do sistema COMPAS nos Estados Unidos,
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que classificou indevidamente individuos negros com maior risco de
reincidéncia criminal do que individuos brancos com historico similar, € um
exemplo contundente de como a alimentagcdo com dados enviesados leva a
resultados discriminatorios. No Brasil, o sistema Smart Sampa, utilizado para a
triagem e otimizagcdo de servigos publicos, levantou debates cruciais sobre a
transparéncia de seus critérios de priorizacdo, demonstrando a necessidade de
fiscalizagdo continua para evitar que a eficiéncia operacional se sobreponha a
igualdade no acesso a direitos.

Portanto, a tecnologia € vital como apoio operacional e preditivo, mas
nunca como substituta da autoridade deciséria do ser humano. A soberania do
magistrado no exame final, fundamentagao e prolagao da decisao € o elemento
central para garantir o devido processo legal. E fundamental que as
regulamentagdes (como as do CNJ) sejam estritamente seguidas, exigindo
transparéncia e revisdo humana obrigatoria, assegurando que a modernizagéo
do Judiciario ocorra em plena conformidade com as garantias fundamentais da
justica. O equilibrio reside na utilizacdo da IA como ferramenta a servigo do

juiz, e ndo como fonte final de justica.
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